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Bias File 3. The early controversy over estrogen and endometrial cancer 

The story 

Exogenous unopposed estrogen (i.e. without progestin) use is now known to substantially increase the 
risk of endometrial cancer. But in the 1970s and early 80s, this was a very contentious and controversial 
issue. Several case-control studies reported a strong association between estrogen use and endometrial 
cancer, especially in women taking estrogen regularly for a number of years. Most investigators were 
convinced that this was a causal association. However, a few investigators disagreed. They argued that 
estrogens were merely causing the cancers to be diagnosed rather than to occur (Horwitz & Feinstein, 
1978). In other words, they argued that "detection bias" explained the strong associations that were 
found in these studies. Estrogens induce uterine bleeding, even in healthy women. Therefore, women 
who regularly took estrogen are probably more likely to seek medical attention because of bleeding, 
therefore more likely to be worked up by physicians, thus causing a variety of gynecological conditions 
(including sub-clinical, symptomless or occult endometrial cancer) to be detected earlier or in some 
cases detected when they otherwise would have remained undetected. This was referred to as 
detection or diagnostic surveillance bias. Who was correct and how did the controversy get resolved? 
Several textbooks have nice descriptions of this controversy, including Kelsey (1996), Weiss (2006), and 
Rothman, Greenland & Lash (2008) 

The study 

As an example of a case-control study that found a strong association between estrogen and 
endometrial cancer, see the paper by Mack et al (NEJM 1976) which used community controls. In this 
study "all cases of endometrial cancer occurring among the residents of an affluent retirement 
community were compared with controls chosen from a roster of all women in the same community. 
Evidence of estrogen and other drug use and of selected medical conditions was obtained from three 
sources: medical records of the principal care facility, interviews, and the records of the local pharmacy. 
The risk ratio for any estrogen use was estimated from all available evidence to be 8.0 (95% CI 3.5 to 
18.1). and the for conjugated estrogen use to be 5.6 (95% CI, 2.8 to 11.1). Increased risk from estrogens 
was shown for invasive as well as noninvasive cancer, and a dose-response effect was demonstrated." 

Similar strong associations were also seen in case-control studies that used hospital controls. As an 
example, Kelsey et al. conducted a hospital-based case-control study of the epidemiology of 
endometrial cancer in women aged 45-74 years in Connecticut from 1977 to 1979. In total, 167 cases 
and 903 controls were included. Controls were chosen from among patients admitted to inpatient 
surgical services, excluding gynecology. Estrogen therapy was strongly associated with endometrial 
cancer. The odds ratio was 8.2, when estrogen was used up to 10 years. 
 
The bias 

In 1978, Ralph Horwitz and Alvan Feinstein published a paper in the New England Journal of Medicine, 
arguing that detection bias may have led to an overestimation of the effect in many case-control 
studies. What potential solution did Horwitz and Feinstein propose? They proposed an alternative 
method of control sampling, by letting cases and controls emerge from a group of women referred to 
the hospital for the same intra-endometrial diagnostic procedure (dilatation and curettage [D&C] and 
biopsy). In other words, they suggested using as controls, women who were worked up for benign 
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gynecological disorders. They reasoned that benign conditions would also be subject to detection bias, 
and therefore recommended a control series of women undergoing D & C procedures and did not have 
endometrial cancer. The purpose, according to Horwitz and Feinstein is to "try and equalize the forces of 
'diagnostic surveillance' that might otherwise create major 'detection bias' in conventional case-control 
studies." By using the alternative control selection approach, they showed the effect estimate 
approached a value closer to null (OR 1.7) when cases were compared with controls who had all 
received D & C or hysterectomy because of uterine bleeding. 

Horwitz and Feinstein's NEJM paper was accompanied by an editorial by Hutchison and Rothman (1978), 
in which they disagreed with the authors. Instead of correcting the detection bias, the proposed control 
selection process actually introduces another strong selection bias, Hutchison and Rothman argued. 
They suggested that some of the benign gynecological conditions that cause bleeding among control 
women could actually be induced by estrogen use. This would result in a falsely highly frequency of 
estrogen exposure in the control group and grossly under-estimate the estrogen-cancer association. In 
short, the control selection approach suggested by Horwitz and Feinstein addressed one source of error 
(detection bias), but created a new bias that previously did not exist (selection bias). 

Another remedy that Horwitz and Feinstein proposed was to examine the association with women who 
had presented with vaginal bleeding or had undergone treatment for such bleeding. This was also 
problematic. As pointed out by Greenland and Neutra (1981), because both the exposure (estrogens) 
and the disease (endometrial cancer) strongly increased the risk of vaginal bleeding, restricting the study 
to women with bleeding results in a "Berksonian bias" that can easily diminish the observed odds ratio. 

As the story evolved, investigators attempted using multiple control groups, to confirm or refute the 
arguments of Horwitz and Feinstein. Hulka et al (1980) conducted a case-control study to address the 
issue of detection bias among endometrial cancer cases and controls. In this study, "women admitted to 
the North Carolina Memorial Hospital for dilatation and curettage (D&C) during 1970-1976 were 
selected as one of three control groups in a study of endometrial cancer and exogenous estrogen. Study 
subjects included 256 cases, 316 D&C controls, 224 gynecology controls and 321 community controls. 
The D&C controls had a higher frequency of estrogen use than either of the other control groups or the 
cases. These differences existed for both blacks and whites. When white cases were compared to either 
gynecology or community controls, relative risks were increased for long duration estrogen use and for 
recent use prior to diagnosis. With D&C controls, relative risks were not significantly different from unity 
irrespective of duration or recency of estrogen use. Exclusion of hyperplasias from the D&C controls had 
no substantive effect on these results. Bleeding was a presenting complaint for 92% of cases, 82% of 
D&C controls and 22% of gynecology controls. Both among cases and gynecology controls, there was no 
statistically significant association between bleeding and estrogen use, whereas this association was 
evident among D&C controls, and specifically among those who did not have pathologic evidence of 
endometrial hyperplasia." Hulka and colleagues concluded that their study supported the presence of 
detection bias among D&C controls but did not provide evidence of this bias among endometrial cancer 
cases. This study, therefore, reinforced the belief in the estrogen-cancer association. The study is also a 
nice example of use of different control groups and how to reconcile discrepant results when multiple 
control groups are used in case-control studies. 

Ultimately, as pointed out by Weiss, the importance of the proposed detection bias hinges on the 
prevalence of endometrial cancer in postmenopausal women that goes undetected in the absence of 
D&C or endometrial biopsy. In a review of an autopsy series, Horwitz et al (1981) asserted that they had 
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identified a large proportion of occult cases, relative to those diagnosed during life. However, in their 
study, they compared the prevalence at autopsy with the incidence during life, without realizing that 
these two measures do not have the same units. Taking into account the hypothesized long duration of 
the asymptomatic cases they identified in their prevalence sample, their own data actually support the 
argument that most cases of endometrial cancer that develop indeed do wind up getting diagnosed 
during life (Weiss NS, 2009, personal communication,). 
 
Since the 1980s, evidence has accumulated, showing a strong positive association between estrogen use 
and endometrial cancer. It is interesting, that even in 1986, Horwitz and Feinstein (1986) continued to 
argue the position they took in 1978. In their 1986 paper they stated that "after considering all of the 
pertinent data, we have no reason to modify our conclusions in 1987, "that the strength of the much-
publicized association between estrogens and endometrial cancer has doubtlessly been exaggerated 
and needs reevaluation."" 
 
The lesson 
 
There are several lessons to be learnt from this controversy.  First is the critical issue of control selection 
in case-control studies, especially when hospital controls are recruited. There is a risk of inducing or 
worsening selection bias whenever we use specific criteria such as presence or absence of certain 
conditions among the control groups, especially if such conditions are associated with the exposure 
under study. If those criteria are also related to the study disease, severe Berksonian bias is likely to 
ensue (Rothman et al. 2008, pp 115-122). Berksonian bias is a type of selection bias that occurs when 
both the exposure and the disease affect selection probabilities and specifically because they affect 
selection (Rothman et al 2008, pp. 134-137). 
 
The other lesson from the controversy is the need to think about detection bias, where the exposure 
can lead to more intensive work-up or diagnostic surveillance, and result in over-estimation of the 
underlying effect. Horwitz and Feinstein did highlight a valid concern, and detection bias may have 
explained at least some of the observed association. However, the approach to defining controls that 
they proposed almost certainly leads to a substantial degree of another type of bias (see above). 
Nonetheless, as Weiss points out, "despite the fact that the strategy (of choosing controls from patients 
undergoing the diagnostic test(s) for the suspected adverse effect) did not "work" for endometrial 
cancer, there probably are some situations in which its use has merit. One might be the study of a 
possible estrogen-gallstone disease association, for there is no reason to believe that an association 
exists between estrogen use and the presence of symptoms that led to a negative cholecystogram or 
ultrasound test." (Weiss 2006). 
 
Lastly, this case study also illustrates the value of considering multiple control groups, especially when 
there is lack of clarity on the single best group to use as controls. However, if the effect estimate vary 
considerably by the control group used, then much effort must be put into trying to understand and 
explain the discrepancies. 
 
Robins (2001) provides an explanation of this controversy using directed acyclic graphs (DAGs), which 
help to clarify the two sources of bias, and the reasons that the proposed Horwitz and Feinstein case-
control study would trade in one type of bias for another.  
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To address the issue of detection bias among endometrial cancer cases
and controls, women admitted to the North Carolina Memorial Hospital for
dilatation and curettage (D&C) during 1970-1976 were selected as one of
three control groups in a study of endometrial cancer and exogenous estro-
gen. Study subjects included 256 cases, 316 D&C controls, 224 gynecology
controls and 321 community controls. The D&C controls had a higher fre-
quency of estrogen use than either of the other control groups or the cases.
These differences existed for both blacks and whites. When white cases were
compared to either gynecology or community controls, relative risks were
increased for long duration estrogen use and for recent use prior to diagnosis.
With D&C controls, relative risks were not significantly different from unity
irrespective of duration or recency of estrogen use. Exclusion of hyperplasias
from the D&C controls had no substantive effect on these results. Bleeding
was a presenting complaint for 92% of cases, 82% of D&C controls and 22% of
gynecology controls. Both among cases and gynecology controls, there was
no statistically significant association between bleeding and estrogen use,
whereas this association was evident among D&C controls, and specifically
among those who did not have pathologic evidence of endometrial
hyperplasia. These data support the presence of detection bias among D&C
controls but they do not provide evidence of this bias among endometrial
cancer cases.
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The appropriate method for selection of
cases and controls in studies of endome-
trial cancer and exogenous estrogen has
been strongly debated in recent publica-
tions (1-10). Horwitz and Feinstein (1)
have argued that "detection bias" among
cases is responsible for the elevated
cancer risks reported in association with
the use of exogenous estrogen. This bias is
purported to come about as a result of
estrogen-induced bleeding among women
with previously asymptomatic endome-
trial cancer, when, owing to the bleeding,
these women are referred for diagnostic
evaluation, which then results in a diag-
nosis of endometrial cancer. It is pre-
sumed that if estrogen had not been ad-
ministered, bleeding, referral and diagno-
sis would not have occurred at the same
high rate of probability. This difference in
the probability of referral among previ-
ously asymptomatic cases using estrogen
and persisting asymptomatic cases not
using estrogen forms the basis of the de-
tection bias hypothesis.

To eliminate the differential effect of
detection bias, Horwitz and Feinstein (1)
performed a study in which both cases
and controls were women who had re-
ceived dilatation and curettage (D&C)
and/or hysterectomy because of uterine
bleeding. When endometrial cancer cases
were compared with non-cancer cases
(controls), the odds ratio was 1.7, suggest-
ing only a small increase in the risk of
endometrial cancer among users of estro-
gen. In a comparison study by the same
authors, endometrial cancer cases and
controls were selected from a tumor reg-
istry. The controls were women with
other gynecologic cancers. When these
groups were compared, the odds ratio was
almost 12, suggesting a very large cancer
risk due to estrogen. The authors stated
that this large risk was fallacious because
the cases had been subjected to detection
bias whereas the controls had not.

On reviewing these data, we noted that
the cases from both of their studies were

very similar with respect to estrogen use
(29 per cent and 30 per cent), and in terms
of bleeding as a presenting complaint (95
per cent in both case series). It was the
control groups that differed. Among con-
trols drawn from the tumor registry, only
3 per cent had used estrogen and 22 per
cent had bled. Among the D&C controls,
15 per cent had used estrogen and 60 per
cent had bled. These differences between
control groups suggested the possibility
that detection bias was affecting the D&C
controls to a much greater extent than
either of the case groups. Since the D&C
controls were proposed as the appropriate
"alternatives," and they had been used in
an earlier study (11), we decided to
evaluate a similar comparison group
within the context of a larger study.

In a case-control study of endometrial
cancer and exogenous estrogen in North
Carolina (12), three different comparison
groups were used. Two of the groups were
chosen according to traditional thinking;
one included hospital admissions and the
second comprised a probability sample of
women in the community. The third
group was composed of women under-
going D&C or endometrial biopsy. Since
endometrial cancer is usually diagnosed
by these procedures, equal diagnostic
surveillance among cases and these con-
trols was assured. In addition, the clinical
symptoms experienced by these controls
are likely to be similar to those of the
cases, and these symptoms might reflect
underlying constitutional similarities.

The purpose of this report is to evaluate
the extent of detection bias among D&C
controls and endometrial cancer cases.
Endometrial cancer risk estimates using
D&C controls will be compared to those
obtained with the two other control
groups, and a rationale will be provided to
clarify the unbiased nature of these latter
groups. The magnitude of the detection
bias effect on the case series will be illus-
trated both with observed data and a
hypothetical numerical example.
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METHODS AND MATERIALS

The methods for this study have been
presented elsewhere (12), and will be
reviewed briefly here. The endometrial
cancer cases were all those receiving their
initial therapy at North Carolina Memo-
rial Hospital (NCMH) between 1970 and
1976, and residing in the state at that
time. The original histologically con-
firmed case series was reduced from 290
to 256 after histologic review was con-
ducted independently by two internation-
ally recognized gynecologic pathologists
(Dr. James W. Reagan, Professor of Pa-
thology and Reproductive Biology, Case
Western Reserve U., Cleveland, OH, and
Dr. Ralph M. Richart, Professor of Pa-
thology, Division of Obstetric and Gyne-
cologic Pathology, Columbia U., New
York, NY). Only invasive cancers—ade-
nocarcinomas, adenoacanthomas, adeno-
squamous carcinomas, clear cell carci-
nomas and undifferentiated carcinomas—
were retained in the case series.

Hospital controls were selected from
the pool of all gynecology admissions and
consults on surgical or medical services of
the NCMH during 1970 through 1976.
Admissions to the gynecologic oncology
service and women admitted primarily for
D&C or endometrial biopsy were ex-
cluded. Controls were chosen to have
frequency distributions comparable to
those of the cases for age and year of ad-
mission within each racial group (black
and white). Women who had had hys-
terectomies prior to the admission date,
i.e., "index date" in this study, were ini-
tially retained for analysis. Their drug
histories prior to hysterectomy and other
attributes were found to be similar to
those of the remaining gynecology con-
trols. Since the date of hysterectomy was
frequently 10 to 15 years prior to the
index date, the women without intact
uteri were excluded, leaving 224 gynecol-
ogy controls.

Community controls were obtained

from a two-stage stratified sampling pro-
cedure which was designed to obtain a
scientific selection of women residing in
the major referral area of NCMH so that
sample estimates would be valid predic-
tors of population parameters. Fifty-two
contiguous counties among the 100 coun-
ties in North Carolina formed the geo-
graphic boundaries for the sample.
Among eligible women identified, 88 per
cent were interviewed and these formed
the pool from which 321 controls were
selected based on the age distribution of
the cases. Each control was randomly as-
signed an "index date" based on the dis-
tribution of hospital admission dates for
the cases. Only data about events occur-
ring prior to the index date were included
in the analysis.

The D&C/endometrial biopsy controls
(henceforth referred to as D&C controls)
were obtained through review of all pa-
thology reports in the NCMH Pathology
Department from January, 1970, through
December, 1976. Women were excluded
from the pool of possible controls if they
were under age 30 years, if the indication
for the procedure was related to infertility
or pregnancy, or if the procedure was "in-
cidental" to another surgical procedure,
e.g., hysterectomy, sterilization or coniza-
tion. The remaining women were distrib-
uted by age and index date within racial
group so that a control series similar in
composition to the cases could be ran-
domly selected. The final number of D&C
controls was 316.

Outside pathological review was ob-
tained on a sample consisting of one
seventh of the gynecology and the D&C
controls. Slides from these subjects were
intermixed with those from the cases,
and all were reviewed by the same
pathologists, who had no knowledge of
whether the slides came from cases or
controls. No control subject received an
endometrial cancer diagnosis by either
pathologist.

Data on estrogen use, sources of medi-
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cal care since 1960, and reproductive and
medical histories were obtained from
multiple sources. Living subjects were
interviewed as were relatives of those
who were deceased. Hospital records were
abstracted for cases, gynecology and D&C
controls. Office records of the usual physi-
cian seen by each woman were abstracted,
and additional physicians completed a
questionnaire on estrogen use. In sum-
mary, interview data were obtained on
100 per cent of community controls, 88
per cent of cases, 88 per cent of D&C con-
trols and 87 per cent of gynecology con-
trols. Medical record abstracts from refer-
ring physicians' offices were obtained for
73 per cent of cases, 62 per cent of D&C
controls, 65 per cent of gynecology con-
trols and 76 per cent of community con-
trols. Among women with additional
physicians, drug history questionnaires
were received for 83 per cent of cases, 79
per cent of D&C controls, 75 per cent of
gynecology controls, and 91 per cent of
community controls. Medical record
abstracts or drug history questionnaires
were obtained from a total of 660 physi-
cians.

The factors screened as potential con-
founders or effect modifiers included age,
obesity, hypertension, diabetes, gall blad-

der disease, parity, social class, index
year and characteristics of estrogen use.
A series of logistic discriminant analyses
(13-15) were used to determine those
variables that significantly contributed to
endometrial cancer risk or to estrogen
use. There was no single variable or set of
variables which could accurately differ-
entiate cases from D&C controls or estro-
gen users from non-users. Relative risks,
as estimated from the odds ratios, are
presented in this report. Although age
was not a significant effect modifier in the
D&C control data, these controls were
slightly younger on average than the
cases. Therefore, summary odds ratios
and confidence intervals were obtained by
weighted averages, wherein the weights
were determined by the inverses of the
variances of the age-specific strata (16).
Odds ratios adjusted by the Mantel-
Haenszel method (16) produced essen-
tially identical results.

RESULTS

Table 1 shows clinical and personal
characteristics of the cases and of each
control group. The D&C controls are simi-
lar to the gynecology controls except for a
lower mean age and a lower per cent with
history of gall bladder disease. The high

TABLE 1

Characteristics of cases and three control groups: Case-control study of endometrial cancer and
exogenous estrogen, North Carolina, 1970-1976

No. of subjects
Mean age (years)
% black
% nulliparous
% obese
% hypertensive
% diabetic
% with gall bladder

disease
Mean age (years) at menopause
Mean index year

256
61.2 ± 11.5t

27.3
24.8
52.3
59.8
21.9

14.8
47.1 ± 5.4

1973.5 ± 2.0

D&C*

316
58.6 ± 10.2

34.2
12.5
43.0
56.0
22.5

15.2
47.5 ± 4.4

1973.3 ± 2.0

Controls
Gynecology

224
61.4 ± 13.6

31.7
13.5
43.8
57.1
20.1

23.2
46.5 ± 4.6

1973.0 ± 1.9

Community

321
56.3 ± 11.4

26.5
15.6
35.8
39.9

8.1

10.9
46.4 ± 5.2

1973.5 ± 2.0

* D&C = dilatation and curettage.
t One standard deviation.
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frequency of gall bladder disease among
the gynecology controls is probably due to
their source of ascertainment; about 40
per cent were gynecology consults on
medical or surgical services. The D&C
controls differ from the cases in having a
slightly lower mean age, a larger per cent
black and a lower per cent nulliparous
and obese. An excess of the latter two
characteristics among cases has been re-
ported frequently (11, 17, 18).

The distributions of the first listed dis-
charge diagnoses for D&C and gynecology
controls are shown in table 2. Bleeding,
hyperplasia and other endometrial or cer-
vical lesions account for 76 per cent of
primary diagnoses among the D&C con-

TABLE 2

Discharge diagnoses for two control groups:
Case-control study of endometrial cancer and

exogenous estrogen, North Carolina, 1970-1976

Diagnoses*

Uterine bleeding
Fibroids
Hyperplasia or

atypical hyperplasia
Other endometrial or

cervical lesions
Stress incontinence or

urinary tract problems
Other gynecologic

diagnoses
Other cancers
Medical diagnoses
Miscellaneous

Total

Controls

D&Ct
No.

166
13

26

47

6

19
17
16

6
316

%

52.5
4.1

8.2

14.9

1.9

6.0
5.4
5.1
1.9

100.0

Gynecology
No.

10
15

1

12

42

24
35
73
12

224

%

4.5
6.7

0.4

5.4

18.7

10.7
15.6
32.6

5.4
100.0

* The first listed diagnosis is presented.
t D&C = dilatation and curettage.

trols. Medical diagnoses, stress inconti-
nence or urinary tract problems, and
other cancers account for 67 per cent of
the primary diagnoses among the gyne-
cology controls. The differences in the
types of diagnoses experienced by each
control group are consistent with their
different sources of identification.

In table 3, the frequency of any reported
estrogen use is shown separately for
whites and blacks. Among white D&C
controls, 35 per cent reported estrogen use
compared to 33 per cent of cases, 23 per
cent of gynecology controls and 27 per
cent of community controls. Black women
exhibited a low frequency of estrogen use
except for the D&C controls, among whom
24 per cent reported estrogen use.

Endometrial cancer risks by duration of
estrogen use appear in table 4 with cases
compared to each of the three control
groups. Data are shown for white women
only since duration of estrogen use was
known for only three of the seven black
cases who had ever used estrogen; among
the three, only one had used estrogen for
more than six months. With all control
groups, the relative risks are less than
unity for estrogen use duration of less
than 3.5 years. With the gynecology and
community controls, the relative risks in-
crease with increasing duration of use
until the relative risks significantly ex-
ceed unity. By 9.5 years or more, the risks
are in excess of five-fold with either the
gynecology or community controls. When
cases are compared with the D&C con-

TABLE 3

Per cent of cases and controls reporting any estrogen use, by race: Case-control study of endometrial
cancer and exogenous estrogen, North Carolina, 1970-1976

White
Black

Total no.

186
70

Cases

Estrogen

No. %

61 32.8
7 10.0

Total no.

208
108

D&C*

Estrogen

No. %

72 34.6
26 24.1

Controls
Gynecology

m , Estrogen

No. %

153 35 22.9
71 9 12.7

Community

Total no.

236
85

Estrogen

No. %

64 27.1
7 8.2

* D&C = dilatation and curettage.
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TABLE 4

Effect of duration of estrogen use on relative risks (RRs),* using three control groups among white women:
Case-control study of endometrial cancer and exogenous estrogen, North Carolina, 1970-1976

Duration

None used
<6 months
6 months - <3.5 years
3.5 years - <6.5 years
6.5 years - <9.5 years
5=9.5 years
No data on duration

No. of

125
8
9
9
9

19
7

No.

136
13
14
16
11
10
8

D&Ct

RR

0.7
0.7
0.8
1.2
2.0

95% Ctt

(0.3,1.8)
(0.3,1.7)
(0.3,1.8)
(0.5,3.1)
(0.8,4.7)

No.

118
12
9

it
2
9

Controls
Gynecology

RR

0.7
0.9

5.1

95% CI

(0.3,1.8)
(0.3,2.6)

(1.4,18.5)

No.

172
20
21

7
5
4
7

Community

RR

0.8
0.7
1.7
2.5
5.5

95% CI

(0.3,1.9)
(0.3,1.6)
(0.7,4.7)
(0.8,7.4)
(1.9,16.2)

* Age-adjusted with four age groups: <50, 50-59, 60-69 and 70+ years.
t D&C = dilatation and curettage.
t CI = confidence interval.

trols, however, there is no statistically
significant elevated endometrial cancer
risk, irrespective of estrogen use dura-
tion.

The relationship between the estrogen-
free interval prior to diagnosis (i.e., the
recency of estrogen use) and the relative
risk appears in table 5. If estrogen use is
continued within the six months prior to
diagnosis, case comparisons with gyne-
cology and community controls produce
relative risks of almost three, whereas
with D&C controls, the relative risk is
about unity. When estrogen has been
discontinued for six months or more prior
to diagnosis, risks are not significant-
ly different from unity for case compari-
sons with any of the control groups.

It might be argued that women with
hyperplasia should be excluded from the
D&C control group. Since some of the
hyperplasias may represent premalig-
nant lesions, their inclusion could result
in controls that are overmatched to the
cases. In view of this possible bias, we re-
peated the analysis excluding the
hyperplasias from the D&C controls.
Among the 316 D&C controls, 107 women
had hyperplasia on the index date or on a
prior D&C. These included 66 whites and
41 blacks with endometrial hyperplasia,
adenomatous hyperplasia or atypical
hyperplasia. Excluding these women from
the D&C controls had only a minor effect

on the risks presented in tables 4 and 5.
The risks for each duration of estrogen
use were not significantly altered with
the exception of the longest duration of
use (9.5 years or more) for which the rela-
tive risk became 2.7 with a 95 per cent
confidence interval touching 1.0 at the
lower boundary. The risks for recency
were not significantly different from
those shown in table 5, and none was sig-
nificantly different from unity. Combin-
ing blacks and whites without hyper-
plasia and comparing them to the com-
bined black and white cases produced
almost identical results to those described
for whites alone.

Frequency of uterine bleeding as a
presenting complaint at the index date of
admission or procedure appears in table 6.
Ninety-two per cent of cases, 82 per cent
of D&C controls and 22 per cent of the
gynecology controls presented with bleed-
ing. The bleeding occurred only after es-
trogen administration except for two
cases and three D&C controls who admit-
ted to bleeding prior to the use of estro-
gen. History of estrogen use produced a
statistically significant increase in the
per cent of bleeders among D&C controls
but no increase among gynecology con-
trols. Among cases, a suggestive associa-
tion between bleeding and estrogen use
appeared, but it was not even close to
being statistically significant.
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TABLE 5

Effect of recency of estrogen use on relative risks (RRs),* using three control groups among white women:
Case-control study of endometrial cancer and exogenous estrogen, North Carolina, 1970—1976

Interval
from

last use

None used

<6 months §
6 months-

<2.5 years
5=2.5 years
No data on

recency

No. of

125

31

9
7

14

No.

136

37

9
15

8

D&Ct

RR

1.1

1.3
0.6

95% CB

(0.6,1.9)

(0.5,3.3)
(0.2,1.5)

No.

118

9

3
9

8

Controls
Gynecology

RR 95% CI

2.9 (1.2,6.9)

2.1 (0.6,7.1)
0.7 (0.2,2.2)

No.

172

18

10
26

6

Community

RR

2.8

1.4
0.4

95% CI

(1.4,5.5)

(0.5,3.5)
(0.2,0.9)

* Age-adjusted with four age groups: <50, 50-59, 60-69 and 70+ years.
t D&C = dilatation and curettage.
t CI = confidence interval.
§ Only women who started estrogen more than six months prior to diagnosis and continued to take it

within the six months of diagnosis are included in this category.

TABLE 6

Frequency of uterine bleeding as a presenting complaint by estrogen use among cases and controls:
Case-control study of endometrial cancer and exogenous estrogen, North Carolina, 1970-1976

Controls

Estrogen used Cases D&C* Gynecology

Total no.
Bleeding

No.
Total no.

Bleeding

No.
Total no.

Bleeding
No.

No
Yes

Total

188
68

256

X2

P

170
65

235

= 1.148
= 0.28

90.4
95.6
91.8

218
98

316

X2

P

172
87

259

= 3.818
= 0.05

78.9
88.8
82.0

180
44

224

X2

P

39
10
49

= 0.003
= 0.96

21.7
22.7
21.9

* D&C = dilatation and curettage.

Hyperplasia was diagnosed in 34 per
cent (107/315) of D&C controls. (Status of
hyperplasia was unknown for one D&C
control who did not use estrogen.) When
disaggregated by estrogen usage, 42 per
cent (41/98) of estrogen users and 30 per
cent (66/217) of non-users had hyperpla-
sia. This difference between 42 per cent
and 30 per cent is significant at the 0.06
probability level.

The relationship between hyperplasia,
bleeding and estrogen use among the
D&C controls is shown in table 7. Among
women without hyperplasia, bleeding is
more common among estrogen users (93
per cent) than among non-users (78 per
cent) and the difference is significant at

the 0.02 probability level. The most com-
mon pathologic findings in this group
were unremarkable endometrium, atro-
phic endometrium and endometrial
polyps. Among women with hyperplasia,
the per cent of bleeders is similar for prior
estrogen users and non-users (83 and 82
per cent, respectively). In these data, es-
trogen use is not associated with the fre-
quency of bleeding among women with
hyperplasia.

DISCUSSION

Community and gynecology controls:
Lack of bias

The use of D&C controls produced rela-
tive risks which were not consistent with
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TABLE 7

Uterine bleeding and hyperplasia in relation to estrogen use among D&C* controls: Case-control study of
endometrial cancer and exogenous estrogen, North Carolina, 1970-1976

Estrogen used

No
Yes

Total

Total no.

66
41

107*

Hyperplasiat

Bleeding

No.

54
34
88

X2 = 0.013
p = 0.91

%

81.8
82.9
82.2

Total no.

151
57

208*

Not

X2

P

hyperplasia

Bleeding

No.

117
53

170

= 5.66
= 0.02

%

77.5
93.0
81.7

* D&C = dilatation and curettage.
t Hyperplasia includes endometrial hyperplasia, adenomatous hyperplasia and atypical hyperplasia.
I Missing data on one woman who had not used estrogen.

those produced with community or
gynecology controls. Attributing this dif-
ference in relative risks to detection bias
in the D&C controls is justifiable only if
the other control groups can be shown to
be unbiased.

The community sample was selected to
be statistically representative of the
female population over age 30 years resid-
ing in the major referral areas of NCMH.
From this pool of women, a stratified ran-
dom sample of controls was selected based
on the race and age distribution of the
cases. Data on estrogen use and medical
conditions back to 1960 were collected
from the personal physicians of each
woman and from the woman herself
through personal interview. These con-
trols provide an accurate description of
estrogen use patterns among women in
the relevant age groups in the Piedmont
and Eastern regions of North Carolina.

The gynecology controls could be sub-
ject to objections. Because of the nature of
their complaints, gynecology admissions
and consults might be more likely than
other women to have had estrogen pre-
scribed. Even the exclusion of women ad-
mitted primarily for D&C or endometrial
biopsy does not preclude this possibility.
In fact, however, the white gynecology
controls reported less estrogen use than
the community controls, a finding which
does not support the notion of excess es-

trogen use among these gynecology con-
trols.

Furthermore, a consistent pattern of
results, using a variety of analytic meth-
ods (13-16), was obtained from both the
gynecology and the community controls.
Although similar selection biases could
produce similar but erroneous results,
this is most unlikely when the two control
groups were selected from completely dif-
ferent reference populations as was the
situation in this study.

Results using D&C controls
The most prominent differences be-

tween the D&C group and the other two
control groups were in their patterns of
estrogen use. The D&C controls had a
higher frequency of estrogen use than
either of the other control groups or the
cases. These differences existed for both
black and white women.

When white cases were compared to
white D&C controls, the age-adjusted rel-
ative risks showed no significant increase
with increasing duration of use. For each
category of duration, the relative risk es-
timates were not significantly different
from unity. In other reported case-control
studies (10, 19-22) and in our study with
community and gynecology controls (12),
endometrial cancer risk was greatest for
long-duration estrogen use, whereas
short-duration use did not increase the
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risk. These findings are just the opposite
from those required to support the hy-
pothesis of detection bias among cases.
Presumably, it would not take long for an
existing but previously undiagnosed
cancer to bleed after exposure to estrogen,
so high risks for short-duration estrogen
use should be evident.

If cancers bleed soon after estrogen ad-
ministration and women respond prompt-
ly by seeking medical attention, we
would expect to find high risks for women
who first started taking estrogen with-
in a short time interval prior to diag-
nosis. That women do respond promptly to
abnormal bleeding, whether they use es-
trogen or not, was reported by Antunes et
al. (10). Therefore, the finding that none
of our cases, white or black, had first
started estrogen within six months of
their hospital admission is not consistent
with detection bias. Among the cases
using estrogen for whom the date of first
administration was known, 88 per cent
(53/60) started the estrogen 3.5 years or
more prior to hospital admission.

When D&C controls were compared to
cases, relative risks were not elevated for
recent estrogen users as compared to
those who terminated use at a time more
remote from the diagnosis. All relative
risks were close to unity or less, irrespec-
tive of the recency interval. With our
other control groups (12) and in the report
of Mack et al. (19), risks were greatest for
recent estrogen use prior to diagnosis and
dropped as the estrogen-free interval in-
creased. These findings using more tradi-
tional controls are consistent with the de-
tection bias hypothesis. They are also
consistent with the concept that estrogen
acts as a promotional agent whose effects
are dissipated within two years after
stopping estrogen.

An argument can be made for removing
hyperplasias from the control group in
order to avoid the possibility of over-
matching. If some hyperplasias are cancer
precursors, the two conditions may have

similar risk factors, some of which may be
linked to estrogen use. Hyperplasias were
excluded from the D&C control group
used by Dunn and Bradbury (11), and
they found equal proportions of estrogen
users among cases and controls. Since 34
per cent of our D&C controls had diag-
nosed hyperplasia, they were excluded
and the analysis was repeated. This mod-
ification of the control group had no sub-
stantive effect on the results.

Estrogen and endometrial bleeding
The D&C controls were decidedly dif-

ferent from the gynecology controls and
were very similar to the cases in fre-
quency of uterine bleeding as a present-
ing complaint. The frequency of bleeding
was 92 per cent for cases, 82 per cent for
D&C controls, and 22 per cent for
gynecology controls. Among the D&C
controls, estrogen users had a greater
percentage of bleeders than non-users,
whereas the gynecology controls exhib-
ited no such relationship. That bleeding
was not related to estrogen use among the
gynecology controls indicates different
causes for the bleeding from those affect-
ing the D&C controls and is consistent
with the differences in discharge diag-
noses for the two groups as presented in
table 2. The increased frequency of bleed-
ing associated with estrogen use among
the D&C controls provides evidence for
bias in this control group; women who
bleed and get D&C are more likely to
have received estrogen than other women.

Our data confirm the association be-
tween estrogen use and hyperplasia of the
endometrium. Among the D&C group, 42
per cent of estrogen users had hyper-
plasia, compared to 30 per cent of the
non-users. However, within the hyper-
plasia group, estrogen use was not re-
lated to the frequency of bleeding. Since
some hyperplasias are thought to be
cancer precursors, one might expect es-
trogen to induce bleeding from hyperplas-
tic lesions in analogous fashion to the pos-
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tulated estrogen-induced bleeding from
endometrial carcinoma. Our data do not
support the concept of estrogen-induced
bleeding in either hyperplasia or en-
dometrial cancer. We do find a high fre-
quency of bleeding in conjunction with
hyperplasia and an even higher frequency
among diagnosed endometrial car-
cinomas, but this bleeding does not ap-
pear to be a function of exogenous estro-
gen stimulation. Without a strong associ-
ation between estrogen use and bleeding
from carcinoma (or its hyperplastic pre-
cursor), the probability of an important
role for detection bias among cases is
greatly reduced.

after an early diagnosis but before the
time of usual diagnosis. A second mecha-
nism would rely on the existence of a
large pool of asymptomatic cancers with a
very low malignant potential. If such can-
cers exist, early diagnosis through estro-
gen administration could make them
manifest, whereas, without estrogen,
their existence would remain unknown
throughout the women's normal lifespan.
Existing knowledge about the natural
history and variant biological forms of
endometrial cancer is insufficient either
to confirm or preclude the existence of
such indolent forms of endometrial
cancer.

Detection bias or earlier diagnosis

An important issue requiring clarifica-
tion is the distinction between detection
bias and earlier diagnosis. The concept
underlying detection bias is that cases are
identified through the mechanism of es-
trogen administration, bleeding and re-
ferral for diagnostic evaluation, and that,
in the absence of this sequence of events,
these cases would not be diagnosed. As an
alternative, this same sequence of events
could merely promote the earlier diagno-
sis of cases which would otherwise have
come to medical attention at a later stage
in their development. The literature (10,
12, 19, 20, 23) confirms the greater fre-
quency of in-situ, minimally invasive and
stage IA carcinomas among the estro-
gen-associated cancers as compared to
the non-estrogen-associated cancers.
These findings are consistent with the op-
eration of either detection bias or earlier
diagnosis. Two types of events would
favor detection bias. First, there could be
a significant number of women dying, or
otherwise leaving the population perma-
nently, between the time of early diagno-
sis and the time of usual diagnosis. In an
elderly population, high death rates from
causes other than endometrial cancer
would remove women from the population

Detection bias among cases:
Hypothetical example

For detection bias to affect the cases, it
is necessary to assume that estrogen use
causes bleeding from previously asymp-
tomatic endometrial cancers—although,
in our data, estrogen use was not asso-
ciated with a significantly increased
frequency of bleeding in the diagnosed
case series. However, given the assump-
tion of estrogen-induced bleeding, the
proportion of diagnosed cases affected
by detection bias can be estimated as can
the effect of this proportion on the risk
estimates. The magnitude of the detection
bias effect will be determined by the size
of the intersection among three groups
of women: women with asymptomatic
cancer, women using estrogen and women
who make up the diagnosed endometrial
cancer cases. This can be illustrated with
a hypothetical population of 100,000
women age 50 years and over, as shown in
the Venn diagram in figure 1. Estimates
of rates and proportions obtained from a
number of sources have been used to ob-
tain the numbers in the diagram, as indi-
cated below the figure.

The remaining numbers in the subsets
of the Venn diagram can be obtained
arithmetically. Only five cases appear in
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FIGURE 1. Detection bias and endometrial cancer: Diagnosed cases and asymptomatic cases. Assuming a
hypothetical population of 100,000 women age *50 years, three groups are formed: I = the 5-year cumula-
tive incidence of diagnosed cancer; II = the 5-year period prevalence of estrogen use; III = the 5-year period
prevalence of asymptomatic cancer.

Sources of estimates of rates and proportions used to obtain numbers in diagram

1) Incidence of diagnosed endometrial cancer = 1/1000/year* x 5 years x 100,000 women = 500 diagnosed cases (Group I).
2) 5-year period prevalence of estrogen use - 10%t of 100,000 women = 10,000 women having used estrogen (Group II).
3) 5-year period prevalence of asymptomatic cancers = 3/1000 (27, 28) x 100,000 women = 300 asymptomatic cancers

(Group III).
4) 30% (1) of diagnosed cases used estrogen = 0.30 x 500 = 150.
5) 10%t of asymptomatic cases used estrogen = 0.10 x 300 = 30.
6) 20%t of estrogen users with previously asymptomatic cancer bled and became diagnosed cases = 0.20 x 30 = 5.
7) 6% (1) of non-estrogen-using diagnosed cases were asymptomatic = 0.06 x 350 = 21.

* This figure is based on the highest age-specific rates reported from the Third National Cancer Survey (24) plus a small
increment which allows for the increasing incidence reported in the 1970s from several state and local cancer registries
(25, 26).

t 10% appears to be a reasonable estimate based on the proportion of controls using estrogen for 6 months or more in the
case-control studies published since 1975 (1, 10, 19-22).

X Estimated incidence of uterine bleeding is 0.3% per cycle among postmenopausal women using conjugated estrogen (29).
Assuming a 28-day cycle for estrogen administration and ^ 1 3 cycles/year x 5 years = 65 cycles x 0.003 = 20% .incidence of
bleeding in 5 years.

the intersection of the three groups—
diagnosed cancer cases, estrogen users
and asymptomatic cancer cases. Esti-
mates of the relative risk may be obtained
from the numbers in the diagram. Includ-
ing the cases subject to detection bias, the
relative risk (RR) is estimated as follows:

. P(D\E)_
~P(D\E)~

145
10,000

350
= 3.7.

P(D\E)_
~P(D\E)~

150
10,000

350
• = 3.9.

100,000 - 10,000

Detection bias is removed from the rela-
tive risk by removing the five subjects in
the intersection of the three groups:

100,000 - 10,000

Both relative risks are consistent with
those reported elsewhere (12, 20, 22) and
the two relative risks are very similar.

Additional studies
Although we find very little evidence of

detection bias in either an observed case
series or in a hypothetical one, focusing
on this possible bias may have served an
important function in highlighting the
need for additional research on the natu-
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ral history of endometrial cancer. More
data are needed about cancer precursors,
those that are truly destined to progress
and those which may be reversible. To
what extent endometrial cancer is
asymptomatic, and for how long, is not
known. The biologic characteristics of the
cancer and its variants, including the pos-
sibility of a less aggressive form of the
disease, require study. Once cancer is es-
tablished, the prognostic effects of clinical
stage, myometrial invasion and tumor
grade, have been studied (30), but these
have not been evaluated in conjunction
with exogenous estrogen which may also
affect the prognosis.
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Data, Design, and Background Knowledge in
Etiologic Inference

James M. Robins

I use two examples to demonstrate that an appropriate etio-
logic analysis of an epidemiologic study depends as much on
study design and background subject-matter knowledge as on

the data. The demonstration is facilitated by the use of causal
graphs. (Epidemiology 2001;11:313–320)

Key Words: inference, etiology, study design, data collection, data analysis, epidemiologic methods

Greenland et al1 discussed the use of causal graphs in
epidemiologic research. A limitation of that paper was
that it was lacking concrete examples designed to help
the reader see how to take one’s knowledge of study
design, temporal ordering, basic biology, and epidemio-
logic principles to construct an appropriate causal graph.
Here I present two epidemiologic thought experiments
that make the point that the choice of an appropriate
etiologic analysis depends as much on the design of the
study and background subject-matter knowledge as on
the data.

Specifically, in the first, I provide a single hypothet-
ical dataset and three differing study designs, each of
which plausibly could have given rise to the data. I show
that the appropriate etiologic analysis differs with the
design. In the second, I revisit a well-known epidemio-
logic controversy from the late 1970s. Horowitz and
Feinstein2 proposed that the strong association between
postmenopausal estrogens and endometrial cancer seen
in many epidemiologic studies might be wholly attrib-
utable to diagnostic bias. Others disagreed.3–5 Part of the
discussion centered on the issue of whether it was ap-
propriate to stratify on vaginal bleeding, the purported
cause of the diagnostic bias in the analysis. The goal here
is to show, using causal graphs, that the answer depends
on underlying assumptions about the relevant biological
mechanisms.

1. Thought Experiment 1
Consider the data given in Table 1. E is a correctly

classified exposure of interest whose net causal effect on
a disease outcome D I would like to ascertain. E* is a
misclassified version of E. We are interested in the effect
of E on D. Data on E, E*, and D are available on all
study subjects. Sampling variability can be ignored. I will
now describe the designs of three different studies. For
each study, the data are the same. Only the designs are
different. I wish to answer the following questions for
each of the studies: Can one say whether exposure has
an adverse, protective, or no causal effect on the out-
come? What association measure is most likely to have a
causal interpretation?

As a guide, I present some candidate association mea-
sures. In Table 2, I calculate the exposure-disease odds
ratio ORED 5 1.73. I can also calculate the conditional
ED odds ratio within strata of E*, that is, ORED|E* 5 1 5
ORED|E* 5 0 5 3. Similarly, I calculate that ORE*D 5 0.5
and ORE*D|E 5 1 5 ORE*D|E 5 0 5 0.3. I will report all
associations on an odds ratio scale. This choice is dic-
tated by the fact that in the case-control study described
below, the only estimable population association mea-
sures are odds ratios.

CASE-CONTROL STUDY

Suppose the data arose from a case-control study of
the effect of a particular nonsteroidal anti-inflammatory
drug (E) on a congenital defect (D) that arises in the
second trimester. Cases (D 5 1) are infants with the
congenital defect. Controls (D 5 0) are infants without
the defect. The control sampling fraction is unknown.
The data E* were obtained 1 month postpartum by
maternal self-report. The data E were obtained from
comprehensive accurate medical records of first trimes-
ter medications. All relevant preconception confounders
and other drug exposures were controlled by stratifica-
tion. The data in Table 1 are taken from a particular
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stratum. Note that misclassification is differential, given
that ORE*D|E 5 1 5 ORE*D|E 5 0 5 0.3 Þ 1.

PROSPECTIVE COHORT STUDY

Suppose the data were obtained from a follow-up
study of total mortality (D) in a cohort of short-term
healthy 25-year-old uranium miners, all of whom only
worked underground in 1967 for 6 months. The fol-
low-up is complete through 1997. Suppose, for simplic-
ity, there is a threshold pulmonary dose below which
exposure to radon is known to have no effect on mor-
tality. Let E 5 1 (E 5 0) denote above-threshold (be-
low-threshold) exposure to radon as measured by lung
dosimetry. Each miner was also assigned an estimated
radon exposure E* on the basis of the air level of radon
in his mine. Let E* 5 1 (E* 5 0) denote an estimate
above (below) threshold radon exposure. The assign-
ment of miners to particular mines was unrelated to
lifestyle, demographic, or medical risk factors. A sub-
ject’s actual exposure E depends both on the level of
radon in the mine and on the demands of the subject’s
job, such as the required amount of physical exertion
and thus minute ventilation. Finally, it is known that 6
months of physical exertion at age 25 has no indepen-
dent effect on later mortality.

RANDOMIZED CLINICAL TRIAL

Suppose the data were obtained from a randomized
follow-up study of the effect of low-fat diet on death (D)
over a 15-year follow-up period. Study subjects were
randomly assigned to either a low-fat diet, educational,
and motivational intervention arm (E* 5 1) or to a
standard care arm (E* 5 0). Investigators were able to
obtain accurate measures of the actual diet followed by
the study subjects: E 5 1 if a study subject followed a
low-fat diet, and E 5 0 otherwise. Assume E* has no
direct effect on death (D) except through its effect on
actual fat consumption E.

CAUSAL CONTRASTS

To determine which association measure is most
likely causal, I need a formal definition of causal effects.
Causal effects are best expressed in terms of counterfac-
tual variables. Let the variable D(1) denote a subject’s

outcome if exposed and D(0) denote a subject’s outcome
if unexposed. For a given subject, the causal effect of
treatment, measured on a difference scale, is D(1) 2
D(0). If a subject is exposed (E 5 1), the subject’s
observed outcome D equals D(1), and D(0) is unob-
served. If E 5 0, D equals D(0), and D(1) is unobserved.
Let pr[D(1) 5 1] and pr[D(0) 5 1], respectively, be the
probability that D(1) is equal to 1 and D(0) is equal to
1, where probabilities refer to proportions in a large,
possibly hypothetical, source population. Then, the ex-
posure-disease causal odds ratios is ORcausal,ED 5 {pr[D(1)
5 1]/pr[D(1) 5 0]}/{pr[D(0) 5 1]/pr[D(0) 5 0]} 5 pr[D(1)
5 1]pr[D(0) 5 0]/{pr[D(1) 5 0]pr[D(0) 5 1]}. For any
variable Z, the exposure-disease causal odds ratio among
the subset of subjects with Z being z is ORcausal,ED|Z 5 z 5
pr[D(1) 5 1|Z 5 z]pr[D(0) 5 0|Z 5 z]/ {pr[D(1) 5 0|Z
5 z]pr[D(0) 5 1|Z 5 z]}
.

ANSWERS

In this subsection, we provide the appropriate an-
swers. The justification for these answers is given after I
have reviewed causal graphs below. In the case-control
study, exposure is likely harmful and the best parameter
choice is the crude odds ratio ORDE 5 1.73. The other
measures are biased. In particular, the conditional odds
ratio ORED|E* 5 3 is biased in the sense that it fails to
equal the causal effect ORcausal,ED|E* of exposure on dis-
ease among subjects within a particular stratum of E*.

In the prospective cohort study, exposure is likely
beneficial, and the best parameter choice is the condi-
tional odds ratio ORDE|E* 5 3. In the randomized trial,
exposure is likely beneficial, and the best parameter
choice may be the crude E*D association ORE*D 5 0.5,
although it is likely that this association underestimates
the true benefit of exposure. In this case, both the crude
association ORED 5 1.73, and the conditional associa-
tion ORED|E* 5 3 are biased estimates of the causal effect
of E on D. These answers clearly show that the appro-
priate statistical analysis depends on the design.

CAUSAL GRAPHS

To justify the answers, we review causal directed acy-
clic graphs (DAGs) as discussed by Pearl and Verma,6
Spirtes et al,7 Pearl,8 Pearl and Robins,9 and Greenland et
al.1

A causal graph is a directed acyclic graph (DAG) in
which the vertices (nodes) of the graph represent vari-
ables; the directed edges (arrows) represent direct causal
relations between variables; and there are no directed
cycles, because no variable can cause itself (Figure 1).
For a DAG to be causal, the variables represented on the
graph must include the measured variables and addi-
tional unmeasured variables, such that if any two vari-
ables on the graph have a cause in common, that com-
mon cause is itself included as a variable on the graph.
For example, in DAG 1, E and D are the measured
variables. U represents all unmeasured common causes
of E and D.

TABLE 1. Data from a Hypothetical Study

D 5 1 D 5 0

E* 5 1 E* 5 0 E* 5 1 E* 5 0

E 5 1 180 200 E 5 1 600 200
E 5 0 20 200 E 5 0 200 600

TABLE 2. Crude Data from a Hypothetical Study

E 5 1 E 5 0

D 5 1 380 220
D 5 0 800 800

OR 5 1.73
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A direct cause of a variable V on the graph is called a
parent of V, and V is called the parent’s child. The
variables that can be reached starting from V by follow-
ing a sequence of directed arrows pointing away from V
are the descendants of V. The ancestors of V are those
variables with V as a descendant. We will assume V is a
cause of each of its descendants but a direct cause only
of its children (where direct is always relative to the
other variables on the DAG). Thus, V is caused by all its
ancestors, but only its parents are direct causes.

Consider DAG 3. C is a cause of D through the
pathway C 3 E 3 D but is not a direct cause. The
intuition is that intervening and manipulating C will
affect E, and the change in E will in turn affect D. If we
intervene and set each subject’s value of E to the same
level (say, exposed), however, then additionally manip-
ulating C will no longer affect the distribution of E and
thus that of D. Hence, we say that C has no direct effect
on D when controlling for (in the sense of intervening
and physically controlling or setting) the variable E.
Note, however, that U is both a direct cause of D and an
indirect cause through the causal pathway U3 C3 E
3 D.

Our causal DAGs are of no use unless we make some
assumption linking the causal structure represented by
the DAG to the statistical data obtained in an epidemi-
ologic study. Recall that if a set of variables X is statis-
tically independent of (that is, unassociated with) an-
other set of variables Y conditional on a third set of
variables Z, then, within joint strata defined by the
variables in Z, any variable in X is unassociated with any
variable in Y. For example, suppose all variables are
dichotomous and the set Z consists of the two variables
Z1 and Z2. Then conditional independence implies that
the odds ratio between any variable in X and any vari-
able in Y is 1 within each of the 4 5 22 strata of Z:
(Z1,Z2) 5 (0.0), (Z1,Z2) 5 (0,1), (Z1,Z2) 5 (1,0), and
(Z1,Z2) 5 (1,1). The following so-called causal Markov
assumption (CMA) links the causal structure of the
DAG with various statistical independencies.

CAUSAL MARKOV ASSUMPTION

On a causal graph, any variable that is not caused by
a given variable V will be independent of V conditional
on the direct causes of V.

Recall that the descendants of a variable V are those
variables causally affected by V and that the parents of V
are the variables that directly cause V. It follows that the
CMA is the assumption that V is independent of its
nondescendants conditional on its parents.

Example 1
On DAG 1, suppose that the arrow from E to D were

absent so that neither E nor D causes the other. U
represents all unmeasured common causes of E and D.
Because U is the only parent of D, and E is not a
descendant of D, the CMA implies that E and D are
unassociated (that is, independent) given (that is,
within strata of) U. That is, two variables that are not

FIGURE 1. Directed acyclic graphs for the sections Causal
Graphs and Using Causal Graphs to Check for Confounding,
in Thought Experiment 1. D 5 disease; E 5 exposure; U 5 an
unmeasured potential confounder; C 5 a measured potential
confounder.
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causally related are independent conditional on their
common causes.

It turns out that the CMA logically implies additional
statistical independencies. Specifically, CMA implies
that a set of variables X is conditionally independent of
another set of variables Y given a third set of variables Z,
if X is “d-separated” from Y given Z on the graph, where
“d-separation,”10,11 described below, is a statement about
the topology of the graph.

To describe d-separation, we first need to define the
“moralized ancestral” graph generated by the variables in
X, Y, and Z. In the following, a path between 2 variables
is any unbroken sequence of edges (regardless of the
directions of any arrows) connecting the two nodes.

The moralized ancestral graph generated by the vari-
ables in X, Y, and Z is formed as follows:11

1. First, remove from the DAG all nodes (and corre-
sponding edges) except those contained in the sets
X, Y, and Z and their ancestors.

2. Next, connect by an undirected edge every pair of
nodes that both (a) share a common child and (b)
are not already connected by a directed edge.

The graph is referred to as “moralized,” because, in
step 2, we marry (connect) all unmarried (unconnected)
parents of a common child.

X is d-separated from Y given Z if and only if on the
moralized ancestral graph generated by X, Y, and Z, any
path from a variable in X to a variable in Y intercepts
(that is, goes through) some node in Z.

If X and Y are not d-separated given Z, we say they are
d-connected given Z. Note that if there are no paths
connecting variables in X to variables in Y on the
moralized ancestral graph, then X and Y are d-separated.

To check for a crude (that is, unconditional or mar-
ginal) association, we make Z the empty set. It is crucial
that one perform step 1 before step 2 when forming the
moralized ancestral graph.

Example 2
Consider causal graph DAG 4. Note that E and C can

have no common cause, because, if they did, that com-
mon cause would have to be represented on the graph.
Now, assume there is no arrow from E to D so E does not
cause D. Then, E and D are marginally independent
(that is, have a crude odds ratio of 1). This statement
follows either from the CMA or from the fact that E is
d-separated from D given Z equal to the empty set.
Specifically, in step 1 of the moralized graph algorithm,
C and the arrows pointing into it are removed from the
graph so that in step 2, E and D have no children. Thus,
there is no path linking E and D on the moralized
ancestral graph, so they are d-separated. This example
tells us that two causally unrelated variables without a
common cause are marginally unassociated (that is,
independent).

In contrast, E and D are not d-separated given C. To
see this, note that upon identifying Z as C, C is no longer
removed in step 1 of the algorithm. Hence, in step 2, E
and D have to be connected by an edge because they

have a common child C. Hence, E and D are d-con-
nected given C, because there is a direct edge between
them in the moralized ancestral graph that does not
intercept C. This example tells us that if we condition
on a common effect C of two independent causes E and
D, we “usually” render those causes conditionally depen-
dent. For instance, if we know a subject has the outcome
C (that is, we condition on that fact) but does not have
the disease D, then it usually becomes more likely that
the subject has the exposure E (because we require some
explanation for his or her having C). That is, among
subjects with the outcome C, E and D are “usually”
negatively associated (have an odds ratio less than 1).

The reason we included the word “usually” in the
above is that although CMA allows one to deduce that
d-separation implies statistical independence, it does not
allow one to deduce that d-connection implies statistical
dependence. However, d-connected variables will gen-
erally be independent only if there is an exact balancing
of positive and negative causal effects. For example, in
DAG 3, U is a parent of and thus not d-separated from
D. Yet if the direct effect of U on D is equal in magni-
tude but opposite in direction to the effect of U on D
mediated through the variables C and E, then U and D
would be independent, even though they are d-con-
nected. Because such precise fortuitous balancing of
effects is highly unlikely to occur, we shall henceforth
assume that d-connected variables are associated.6,7

USING CAUSAL GRAPHS TO CHECK FOR CONFOUNDING

We can use causal graphs and d-connection to check
for confounding as follows. First, suppose, as on DAGs
1-5, E is not an indirect cause of D. We begin by
pretending that we know that exposure has no causal
effect on the outcome D by removing just those arrows
pointing out of exposure necessary to make D a nonde-
scendant of E. If, under this causal null hypothesis, (1) E
and D are still associated (that is, d-connected), then
obviously the association does not reflect causation, and
we say that the E-D association is confounded, and (2)
if E and D are associated (d-connected) conditional on
(that is, within levels) of Z, we say there is confounding
for the E-D association within levels (strata) of Z. For
example, the existence of an unmeasured common cause
U of E and D as in DAG 1 will make E and D associated
under the causal null (because E and D will be d-
connected). If data on U have not been recorded for
data analysis, confounding is intractable and we cannot
identify the causal effect of E on D. If data on U are
available, however, the conditional associations ORED|U
are unconfounded and will represent the causal effect of
E on D within strata of U, that is, ORED|U 5 ORcausal,ED|U
at each level of U. This relation reflects the fact that
under the causal null hypothesis of no arrow from E to
D, I showed in Example 1 that E and D are independent
(d-separated) given U. Furthermore, suppose, as has
been assumed, that we have not conditioned on a vari-
able lying on a casual pathway from E to D; then it is a
general result that if E is a time-independent exposure
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and E and D are (conditionally) independent under the
causal null, then, under the causal alternative, the (con-
ditional) association between E and D will reflect the
(conditional) causal effect of E on D.1

Next we consider graphs 2 and 3, in which the vari-
able C has been measured. Thus, in DAG 3, U remains
an unmeasured common cause of E and D, although it is
not a direct cause of E. It follows that, in both DAGs 2
and 3, the marginal association ORED is confounded,
because E and D will be marginally associated (that is,
d-connected) even under the causal null. However, the
unmeasured variable U will not function as a common
cause of E and D within strata of C because under the
causal null E and D are d-separated given C. Thus,
stratifying on C in the analysis will control confounding
and ORED|C 5 1 and ORED|C 5 0 will represent the
causal effect of E on D within strata of C. The variable
U in DAGs 2 and 3 is referred to as a causal confounder,
because it is a common cause of E and D. DAG 3 shows
that we can control confounding due to a causal con-
founder U by stratifying on a variable C that itself is not
a cause of D. Note, however, that C is an independent
(but noncausal) risk factor for D in the sense that C and
D are associated (d-connected) within strata of E.

Consider next DAG 4. There are no unmeasured
common causes of E and D. As discussed in Example 2
above, under the causal null hypothesis of no arrow from
E to D, E and D will be independent. It follows that the
marginal association ORED is unconfounded and repre-
sents the causal effect of E on D. In contrast, the
conditional association ORED|C will be confounded and
thus will not be equal to the causal effect of E on D
within strata of C, because we showed in Example 2
that, under the causal null of no arrow from E to D, E
and D will be conditionally associated within strata of C.
This example shows that conditioning on a common
effect C of E and D introduces confounding within
levels of C. This example also shows why, to check for
confounding, we remove from the graph just those ar-
rows necessary for the outcome D to be a nondescendant
of E; had we removed all arrows pointing out of E
(including that into C) we would not have recognized
that conditioning on C would cause confounding within
levels of C.

An extension of this last example provides an expla-
nation of the well-known adage that one must not adjust
for variables affected by treatment. To see why, consider
DAG 5, in which the exposure E has a direct causal
effect on C, and C and D have an unmeasured common
cause U. Under the causal null with the arrow from E to
D removed, E and D will be d-separated and thus unas-
sociated. Thus, the marginal association ORED will be
unconfounded and represent causation. Nevertheless,
the conditional associations ORED|C 5 1 and ORED|C 5 0
will be confounded and thus biased for the conditional
causal effect within levels of C. This situation reflects
the fact that, under the causal null, E and U will be
associated once we condition on their common effect C.
Thus, because U itself is correlated with D, E and D will
be conditionally associated (that is, d-connected) within

levels of C. Note the fact that the analysis stratifying on
C was confounded even under the causal null proves
that adjusting for a variable C affected by treatment can
lead to confounding and bias even when C is not an
intermediate variable on any causal pathway from expo-
sure to disease.

Finally, suppose, on a causal graph, E is an indirect
cause of D through a directed path E3 C3 D so that,
among those with C5c, the net (overall) effect
ORcausal,ED|C5c differs from the direct effect of E on D. We
can still graphically test for confounding as described
above, except that, now, regardless of our test results, we
must never conclude that ORED|C 5 c equals
ORcausal,ED|C5c for any variable C on a causal pathway
from E to D.

With this background, we are ready to justify the
answers given above.

JUSTIFICATIONS OF ANSWERS

Case-Control Study
We first argue that the causal graph representing our

case-control study is DAG 6 (Figure 2). By assumption,
we need not worry about unmeasured preconception
confounders. Furthermore, we know that if there is an
arrow between E and D, it must go from E to D because
the medical records were created in the first trimester,
before the development of the second trimester congen-
ital defect. Also, actually taking a medicine will be a
cause of a woman reporting that she took a medicine;
hence, the arrow from E to E*. Finally, because a wom-
an’s self-report, E*, is obtained after her child’s birth, the
defect D will be a cause of E*, if, as is likely, mothers
whose children have a congenital defect are more prone
to recall their medications than are other mothers. We
can use the data to confirm the existence of an arrow
from D to E*, because otherwise E* and D would be
independent (d-separated) within levels of E. But one
can check from Table 1 that among subjects with E 5 1,
D and E* are associated (ORDE*|E 5 1 5 0.3), so misclas-
sification is differential. DAG 6 is isomorphic to DAG 4
with E* playing the role of C. Thus, as in DAG 4, we
conclude that the marginal association ORED 5 1.7 is
causal but the conditional association ORED|E* 5 3 will
differ from the conditional causal effect ORcausal,ED|E*.
Mistakenly interpreting ORED|E* 5 3 as causal could in
principle lead to poor public health decisions, as would
occur if a cost-benefit analysis determines that a condi-
tional causal odds ratio of 2.9 is the cutoff point above
which the risks of congenital malformation outweigh the
benefits to the mother of treatment with E.

Finally, a possibility that we have not considered is
that those mothers who develop, say, a subclinical in-
fection in the first trimester are at increased risk both of
a second trimester congenital malformation and of wors-
ening arthritis, which they may then treat with the drug
E. In that case, we would need to add to our causal graph
an unmeasured common cause U (subclinical infection)
of both E and D that represents subclinical first trimester
infection, in which case even ORED would be
confounded.
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PROSPECTIVE COHORT STUDY

In the prospective cohort study, sufficient information
is given so that we know there is no confounding by
unmeasured pre-employment factors. Yet, as noted
above, E* is associated with D given E. Now clearly E*,
which is a measure of the air-level of radon in mines,
cannot itself directly cause death other than through its
effect on a subject’s actual pulmonary radon exposure E,
so that there cannot be a direct arrow from E* to D.
Nevertheless, because E* was measured before death, D
cannot be a cause of E* either. Furthermore, we are
given that there is no arrow from any unmeasured con-
founder into E, because, although physical exertion is a
cause of the pulmonary dose E, it is not a cause of D.
The most reasonable explanation for these facts is that
E* is a surrogate for some other unmeasured adverse
causal exposure in the mine (say silica). Thus, we might
consider the causal graph shown in DAG 7. In this
figure, MINE represents the particular mine in which
the subject works. It is plausible that mines with high
levels of radon may have low levels of silica-bearing rock
(because silica-bearing rock is not radioactive). There-
fore, E* and SILICA will be negatively correlated. If
DAG 7 is the true causal graph (with MINE and SILICA
being unmeasured variables), then under the causal null
hypothesis in which the arrow from E to D is removed,
E and D will still remain correlated because MINE is an
unmeasured common cause of E and D but, by d-sepa-
ration, E and D will be independent conditional on E*.
Thus, ORED is confounded; however, ORDE|E* 5 3 equals
the causal effect ORcausal,DE|E* of exposure on disease
within strata of E*0.3. In contrast, the conditional as-
sociation ORE*D|E 5 0.3 represents not a protective
effect of E* on D but rather the negative correlation
between E* and SILICA conjoined with the adverse
causal effect of SILICA on D. DAG 7, however, proba-
bly does not tell the whole story. One would expect that
physical exertion is a direct cause of a worker’s actual
(unrecorded) silica dose. Thus, physical exertion is an
unmeasured common cause of E and D, even when we
condition on E*, precluding unbiased estimation of the
causal effect of E on D.

RANDOMIZED CLINICAL TRIAL

The study is a typical randomized trial with noncom-
pliance and is represented by the causal graph in DAG
8.12 Because E* was randomly assigned, it has no arrows
into it. Given assignment, however, both the decision to
comply and the outcome D may well depend on under-
lying health status U. E* has no direct arrow to D,
because, by assumption, E* causally influences D only
through its effect on E. We observe that under the causal
null in which the arrow from E to D is removed, E and
D will be associated (d-connected) owing to their com-
mon cause U both marginally and within levels of E*.
Hence, both ORED and ORED|E* are confounded and
have no causal interpretation. Under this causal null,
however, E* and D will be independent, because they
have no unmeasured common cause. Hence, we can test

for the absence of an arrow between E and D (that is,
lack of causality) by testing whether E* and D are
independent. This test amounts to the standard intent-
to-treat analysis of a randomized trial. Thus, even in the
presence of nonrandom noncompliance as a result of U,
an intent-to-treat analysis provides for a valid test of the
causal null hypothesis that E does not cause D. Because
ORE*D 5 0.5 in our data, we conclude that we can reject
the causal null and that E protects against D in at least
some patients. Now, ORE*D represents the effect of as-
signment to a low-fat diet on the outcome. Owing to
noncompliance, this measure in general will differ from
the causal effect ORcausal,ED of actually following a low fat
diet. Indeed, the magnitude ORcausal,ED of the causal

FIGURE 2. Directed acyclic graphs (DAG) for the Justifi-
cations of Answers section in Thought Experiment 1. D 5
disease (in DAG 6, D 5 congenital defect in offspring); E 5
exposure; E* 5 a misclassified version of E; U 5 an unmea-
sured common cause of E and D, such as underlying health
status.
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effect of E in the study population is not identified (that
is, estimable), and one can only compute the bounds for
it. Finally, note that the conditional association ORE*D|E
5 0.3 also fails to have a causal interpretation. This
conclusion reflects the fact that under the causal null of
no arrow from E to D, E* and D will be conditionally
associated within levels of E, because E is a common
effect of both E* and U, and U is a cause of D.

Thought Experiment 2: Postmenopausal
Estrogens and Endometrial Cancer

Consider causal DAG 9 with D being endometrial
cancer, C being vaginal bleeding, A being ascertained
(that is, diagnosed) endometrial cancer, E being post-
menopausal estrogens, and U being an unmeasured com-
mon cause of endometrial cancer and vaginal bleeding
(Figure 3). For simplicity, we assume that our diagnostic
procedures have 100% sensitivity and specificity. So,
every woman with D who receives a diagnostic test will
be successfully ascertained, as is represented by the arrow
from D to A. There may, however, be many women with
endometrial cancer who have not had a diagnostic pro-
cedure and thus remain undiagnosed.

The absence of an arrow from E to D represents the
Horowitz and Feinstein2 null hypothesis that estrogens
do not cause cancer. The arrow from E to C indicates
that estrogens cause vaginal bleeding. The arrows from
C to A indicate that vaginal bleeding leads to endome-
trial cancer being clinically diagnosed. The arrow from
D to C indicates that endometrial cancer can cause
vaginal bleeding. The arrows from U to D and C indi-
cate that some unknown underlying uterine abnormality
U independently leads to both uterine bleeding and
cancer. We will also consider subgraphs of DAG 9 with
various arrows removed.

There will be ascertainment bias whenever the arrow
from C to A is present, because then, among women
with endometrial cancer, those who also have vaginal
bleeding are more likely to have their cancer diagnosed.

Furthermore, D and C will be associated (d-con-
nected) in the source population whenever either (1)
endometrial cancer causes vaginal bleeding so that the
arrow from D to C is present or (2) U is a common cause
of cancer and bleeding so that the arrows from U to D
and from U to C are present.

Now consider a case-control study in which we find
each clinically diagnosed case of endometrial cancer D
in a particular locale and select as a control a random
age-matched woman yet to be diagnosed with endome-
trial cancer. If we let b be the number of discordant pairs
with the case exposed and c be the number of discordant
pairs with the control exposed, b/c is the Mantel-Haen-
szel odds ratio (MH OR).

The MH OR is biased (that is, converges to a value
other than 1) under the null hypothesis of no estrogen
effect on endometrial cancer if and only if there is
ascertainment bias. To see this, note that, under this
design, the MH OR will converge to 1 (that is, be
unconfounded) if and only if A (diagnosed cancer) is
unassociated with the exposure E. But E and A are
associated (d-connected) if and only if there is an arrow
from C to A.

To adjust for vaginal bleeding, we might consider a
second bleeding-matched design in which we addition-
ally match controls to cases on the presence of vaginal
bleeding in the month before the cases’ diagnosis. Under
this design, whether or not ascertainment bias is present,
the bleeding-matched MH OR is biased away from 1 if
and only if endometrial cancer D and vaginal bleeding C
are associated (d-connected), owing to an unmeasured
common cause U or to D causing C or to both. This
result follows by noting that the bleeding-matched MH
OR is 1 if and only if A is independent of (d-separated
from) E conditional on C. But, A is d-separated from E
given C if and only if D and C are unassociated. It
follows that we have given a graphical proof of the
well-known result that one cannot control for ascertain-
ment bias by stratification on determinants of diagnosis
if these determinants are themselves associated with
disease.5

Combining the results, we can conclude that in the
presence of both a vaginal bleeding-endometrial cancer
association and ascertainment bias, the MH OR and the
bleeding-matched MH OR are both biased.

It is now clear why there was a controversy: On
biological and clinical grounds, it was believed that
endometrial cancer caused vaginal bleeding and that
vaginal bleeding led to the ascertainment of undiag-
nosed cancer. Thus, one could not validly test the
Horowitz and Feinstein2 null hypothesis whether or not
one controlled for the determinant of ascertainment bias
(that is, vaginal bleeding) in the analysis. We note that
Greenland and Neutra,5 Hutchison and Rothman,3 and
Jick et al4 reach conclusions identical to ours. Our con-
tribution is to demonstrate how quickly and essentially

FIGURE 3. DAG for Thought Experiment 2. D 5 endome-
trial cancer; A 5 ascertained endometrial cancer; C 5 vaginal
bleeding; E 5 exogenous estrogens; U 5 an unmeasured com-
mon cause of D and C.

Epidemiology May 2001, Vol. 11 No. 3 DATA, DESIGN, AND BACKGROUND KNOWLEDGE 319



automatically one can reach these conclusions by using
causal graphs.

Discussion
If every pair of variables had one or more unmeasured

common causes, then all exposure-disease associations
would be confounded. I believe that, in an observational
study, every two variables have an unmeasured common
cause, and thus there is always some uncontrolled con-
founding. Thus, when, as in our examples, one considers
causal graphs in which certain pairs of variables have no
unmeasured common causes, this situation should be
understood as an approximation. Of course, in an obser-
vational study, we can never empirically rule out that
such approximations are poor, as there may always be a
strong unmeasured common cause of which we were
unaware. For example, in the case-control study of our
first thought experiment, those without sufficient sub-
ject matter expertise would not have had the back-
ground needed to recognize the possibility that a sub-
clinical first trimester infection might be a common
cause of exposure and the outcome. As epidemiologists,
we should always seek highly skeptical subject-matter
experts to elaborate the alternative causal theories
needed to help keep us from being fooled by noncausal
associations.
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