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What is reliability

• Repeatability under similar conditions, 
either by the same reader or different 
readers

• When one measure is compared against a 
“reference standard” [‘truth’] then this 
process is often called “calibration”



Why is reliability important?

• How can we trust a test that does not give 
consistent results?

• Good example: in-house PCR for TB produces 
highly inconsistent results
– Cannot be used for clinical diagnosis [unless you 

have validated it in your own setting]
• IFN-g assays for serial testing of healthcare 

workers
– How stable are IFN-g values over time and how do 

we decide who has a IGRA “conversion”?
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Source: Veerapathran et al. PLoS ONE 3(3): e1850 van Zyl Smit R,  et al. Am J Resp Crit Care Med 2009 



Types of measurements
• Continuous

– E.g. blood pressure, cholesterol, CD4+ counts
• Ordinal

– Scales and scores (e.g. Glasgow Coma; 
Apgar score)

– Protein energy malnutrition
– Pain

• Dichotomous
– Tests with pos/neg results



Measures of reliability with 
continuous test results



Measures of reliability

• Within subject standard deviation
– When measures are repeated on the same 

subject
– Same as within subject standard deviation

• Correlation coefficient
• Coefficient of variation
• 95% limits of agreement



Example: duplicate glucometer
values

Newman T, Kohn MA. Evidence-based diagnosis. 2009, Cambridge Univ Press
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Example: duplicate glucometer
values

Newman T, Kohn MA. Evidence-based diagnosis. 2009, Cambridge Univ Press

Be cautious in using simple correlation coefficients!



CV%
• Specifying the standard 

deviation is not helpful without 
the additional specification of 
the mean value

• It makes a big difference if s = 5 
with a mean of = 100, with a 
mean of = 3. 

• Relating the standard deviation 
to the mean resolves this 
problem. In other words, we 
need a normalized measure of 
dispersion  

• The coefficient of variation is 
therefore equal to the within-
subject standard deviation 
divided by the mean



Other approaches



Limits of agreement

• We start with the differences between 
measurements by two methods

• We calculate the mean and SD of these 
differences. 

• Then we calculate the mean difference + 2 
SDs.

• We would expect 95% of differences 
between measurements by two methods 
to lie between these limits.

Bland & Altman 2003



Limits of agreement

Bland & Altman 2003



Measures of reliability with 
dichotomous or ordinal test results



Clinicians often disagree
• Clinicians often disagree in their assessment of patients. 

– When 2 clinicians reach different conclusions regarding the 
presence of a particular physical sign, either different 
approaches to the examination or different interpretation of the
findings may be responsible for the disagreement. 

– Similarly, disagreement between repeated applications of a 
diagnostic test may result from different application of the test or 
different interpretation of the results.

• Researchers may also face difficulties in agreeing on 
issues such as whether patients in a trial have 
experienced the outcome of interest (eg, they may 
disagree about whether a patient has had a transient 
ischemic attack or a stroke or about whether a death 
should be classified as a cardiovascular death), or 
whether a study meets the eligibility criteria for a 
systematic review

Users’ Guides to the Medical Literature: A Manual for Evidence-Based Clinical Practice, 2nd Edition



Chance Will Always Be Responsible for 
Some of the Apparent Agreement Between 

Observers 
• Any 2 people judging the presence or absence of an 

attribute will agree some of the time simply by chance.
• Similarly, even inexperienced and uninformed clinicians 

may agree on a physical finding on occasion purely as a 
result of chance. 

• This chance agreement is more likely to occur when the 
prevalence of a target finding (a physical finding, a 
disease, an eligibility criterion) is high. 

• When investigators present agreement as raw 
agreement (or crude agreement)—that is, by simply 
counting the number of times agreement has occurred—
this chance agreement gives a misleading impression.

Users’ Guides to the Medical Literature: A Manual for Evidence-Based Clinical Practice, 2nd Edition



Alternatives for Dealing With the 
Problem of Agreement by Chance 

• When we are dealing with categorical data 
(i.e., placing patients in discrete categories 
such as mild, moderate, or severe or stage 
1, 2, 3, or 4), the most popular approach to 
dealing with chance agreement is with 
chance-corrected agreement. 

• Chance-corrected agreement is 
quantitated as kappa, or weighted kappa. 

Users’ Guides to the Medical Literature: A Manual for Evidence-Based Clinical Practice, 2nd Edition



Chance-Corrected Agreement, or 
kappa

• kappa removes most of the agreement by chance and 
informs clinicians of the extent of the possible agreement 
over and above chance. 

• The total possible agreement on any judgment is always 
100%. 

• Figure depicts a situation in which agreement by chance 
is 50%, leaving possible agreement above and beyond 
chance of 50%. 

• As depicted in the figure, the raters have achieved an 
agreement of 75%. Of this 75%, 50% was achieved by 
chance alone. Of the remaining possible 50% 
agreement, the raters have achieved half, resulting in a   
value of 0.25/0.50, or 0.50. 

Users’ Guides to the Medical Literature: A Manual for Evidence-Based Clinical Practice, 2nd Edition



Users’ Guides to the Medical Literature: A Manual for Evidence-Based Clinical Practice, 2nd Edition



How is kappa calculated?
• Assume that 2 observers are 

assessing the presence of 
Murphy sign, which may help 
clinicians detect an inflamed 
gallbladder. 

• First, we calculate the 
agreement observed: 

• In 40 patients, the 2 
observers agreed that 
Murphy sign was positive 
(cell A) and they further 
agreed that in another 40 
patients, it was negative (cell 
D). 

• Thus, the total agreement is 
40 + 40, or 80%. 

Users’ Guides to the Medical Literature: A Manual for Evidence-Based Clinical Practice, 2nd Edition



How is kappa calculated?
• Now assume they have no skill at 

detecting the presence or absence of 
Murphy sign, and their evaluations are 
no better than blind guesses. 

• Let us say they are both guessing in a 
ratio of 50:50; they guess that Murphy 
sign is present half of the time and that 
it is absent half of the time. 

• On average, if both raters were 
evaluating the same 100 patients, they 
would achieve the results presented in 
Figure. 

• Referring to that figure, you observe 
that these results demonstrate that the 
2 cells that tally the raw agreement, A 
and D, include 50% of the observations. 
Thus, simply by guessing (and thus by 
chance), the raters have achieved 50% 
agreement.

Users’ Guides to the Medical Literature: A Manual for Evidence-Based Clinical Practice, 2nd Edition



How is kappa calculated?
• The total agreement by chance is 

0.25 + 0.25, or 0.50, 50%.
• Observed agreement is 80%

Users’ Guides to the Medical Literature: A Manual for Evidence-Based Clinical Practice, 2nd Edition

95% CI = 0.44 to 0.76



What is a good kappa value?

• There are a number of approaches to 
valuing the k levels raters achieve. One 
option is the following: 

• 0 = poor agreement; 
• 0 to 0.2 = slight agreement; 
• 0.21 to 0.4 = fair agreement; 
• 0.41 to 0.6 = moderate agreement; 
• 0.61 to 0.8 = substantial agreement; and 
• 0.81 to 1.0 = almost perfect agreement 

Users’ Guides to the Medical Literature: A Manual for Evidence-Based Clinical Practice, 2nd Edition



Kappa with 3 or More Raters, or 3 
or More Categories 

• Using similar principles, one can calculate chance-corrected 
agreement when there are more than 2 raters

• Furthermore, one can calculate   when raters place patients into
more than 2 categories (eg, patients with heart failure may be rated 
as New York Heart Association class I, II, III, or IV). 

• In these situations, one may give partial credit for intermediate levels 
of agreement (for instance, one observer may classify a patient as 
class II, whereas another may observe the same patient as class III) 
by adopting a so-called weighted kappa statistic. 

• Weighting refers to calculations that give full credit to full agreement 
and partial credit to partial agreement (according to distance from 
the diagonal on an agreement table)

Users’ Guides to the Medical Literature: A Manual for Evidence-Based Clinical Practice, 2nd Edition



Limitation of kappa

• Despite its intuitive appeal and widespread use, 
the k statistic has one important disadvantage:
– As a result of the high level of chance agreement 

when distributions become more extreme, the 
possible agreement above chance agreement 
becomes small, and even moderate values of k are 
difficult to achieve. 

– Thus, using the same raters in a variety of settings, as 
the proportion of positive ratings becomes extreme,   
k will decrease even if the raters' skill at interpretation 
does not 

Users’ Guides to the Medical Literature: A Manual for Evidence-Based Clinical Practice, 2nd Edition



Kappa examples

Ind J Gastro 2004



Kappa examples

Resp Med 2007



Kappa examples

JAMA 2005



Sample size, precision and power
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Key issue to understand: all measures are 
“estimates” [subject to error]



http://www.southalabama.edu/coe/bset/johnson/dr_johnson/index.htm

Therefore,
all estimates 
must
be reported
with a 
confidence
Intervals

CI is a measure 
of “precision”



What are 95% confidence intervals?

• The interval computed from the sample data 
which, were the study repeated multiple times, 
would contain the true effect 95% of the time

• Incorrect Interpretation: "There is a 95% 
probability that the true effect is located within 
the confidence interval." 
– This is wrong because the true effect (i.e. the 

population parameter) is a constant, not a random 
variable. Its either in the confidence interval or it's not. 
There is no probability involved (in other words, truth 
does not vary, only the confidence interval varies 
around the truth). 



Confidence Intervals for diagnostic 
accuracy

• Since many of the measures (sens, spec, NPV, 
PPV) are simple proportions, 95% CI is easy to 
compute (even by hand)

• For proportions:
– General formula:

• Proportion +/- 1.96 standard error

– Standard error for a proportion (p):

Does not work well for large proportions!
Need to use exact methods



Example: Serological test for TB

993168

822854Negative

17314PositiveSerological
Test

NoYes

Culture (gold 
standard)

Sensitivity = 21% (95% CI 12, 31) 
Specificity = 90% (95% 76, 98)

Clin Vacc Immunol 2006;13:702-03



Sample size estimation

• Depends on study design
– If objective is sensitivity and specificity, then 

its simple
• See next slides (can easily do with OpenEpi)

– If objective is multivariable (added value of a 
new test), then sample size is more 
complicated

• For logistic regression models, the rule of thumb is 
10 disease events for every covariate in the model







Sample size for sens/spec

Need to specify expected sens or spec, and desired precision (CI)



Sample size for LRs



Best resource for confidence 
intervals


