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Introduction to case control 
designs

Introduction
 The case control (case-referent) design is really an 

efficient sampling technique for measuring exposure-
disease associations in a cohort that is being followed up 
or “study base”

 All case-control studies are done within some cohort 
(defined or not)
 In reality, the distinction between cohort and case-control 

designs is artificial
 Ideally, cases and controls must represent a fair sample of 

the underlying cohort or study base
 Toughest part of case-control design:  defining the study 

base and selecting controls who represent the base



3
Morgenstern IJE 1980

New cases occur in a study base

Cohort and case-
control designs differ 
in the way cases and 
the study base are 
sampled to estimate 
the incidence density 
ratio

Study base is the aggregate of population-time in a defined study
Population’s movement over a defined span of time [OS Miettinen, 2007]
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Cohort design

New cases / exposed person-time

New cases / unexposed person-time

IDR = Iexp / Iunexp

Total cohort (total person-time)

The IDR is directly estimated by dividing the incidence 
density in the exposed person-time by the incidence 
density in the unexposed person-time
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Case-control design: a more efficient way of 
estimating the IDR

OR = IDR

Obtain a fair sample of 
the cases (“case series”) 
that occur in the study 
base; estimate odds of 
exposure in case series

The exposure odds in the case series is divided by the 
exposure odds in the base series to estimate the OR, 
which will approximate the IDR

* ** **
** ***
*** * *

Obtain a fair sample of the 
study base itself (“base 
series”); estimate the odds 
of exposure in the study 
base [which is a reflection of 
baseline exposure in the 
population]

////////
////////
////////
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Three principles for a case-control study 
(Wacholder et al. AJE 1992)

3 principles in case 
control designs:
 The study base 

principle
 The deconfounding 

principle
 The comparable 

accuracy principle
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The concept of the “study 
base”

 Definitions of the “study base” concept (first 
introduced by Olli Miettinen)
 The aggregate of total population-time in which cases occur
 The members of the underlying cohort or source population** 

(from which the cases are drawn) during the time period 
when cases are identified

**The source population may be defined directly, as a matter of defining its membership criteria; or the 
definition may be indirect, as the catchment population of a defined way of identifying cases of the illness. 
The catchment population is, at any given time, the totality of those in the ‘were-would’ state of:  were the 
illness now to occur, it would be ‘caught’ by that case identification scheme [Source: Miettinen OS, 2007] 
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The study base principle
 The study base principle

 Goal is to sample controls from the study base in which 
the cases arose

 Controls serve as the proxy for the complete study base
 Controls should be representative of the person-time 

distribution of exposure (exposure prevalence) in the study 
base (i.e. be representative of the study base)

 Controls should be selected independent of the exposure

Overall, the key issue is are the controls an unbiased 
sample of the study base that generated the cases?

 “simplest” (in theory not in practice) way to do this is to 
randomly sample controls from the study base
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Types of study base: primary

 Primary study base
 The base is defined by the population 

experience that the investigator wishes to target
 Usually a well defined cohort study already ongoing 

(e.g. Nurses Health Study; Framingham Heart Study)
 The cases are subjects within the base who 

develop disease
 Generally implies that all cases are identifiable 

(although not all are necessarily used)
 Example:  a nested case-control study within the 

Nurses Health Study cohort
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Primary study base: example
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Types of study base: 
secondary

 Secondary study base
 Cases are defined before the study base is identified
 The study base then is defined as the source of the cases; 

controls are people who would have been recognized as 
cases if they had developed disease

 Examples:  primary or secondary base?
 Imagine a study of brain tumors at the Montreal Neurological 

Institute (the cases are all cases of brain tumor during 2008).  
What would be the study base?  Primary or secondary?
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Secondary study base: example
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Tradeoffs in the use of primary 
vs. secondary study bases

 Primary
 Easier to sample for controls because the base is well 

defined (e.g. NHS or Framingham cohort)
 Secondary

 Control sampling may be difficult because it is not always 
clear if a subject is really a member of the base

 Case ascertainment is complete by definition
 For both types

 The base and the case need to be defined so that the 
cases consist exclusively of all (or a random sample of all) 
cases having the study outcome in the base

 The controls need to be derived from the base in such a 
way that they accurately reflect the exposure distribution in 
the study base
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The deconfounding principle
 The study base principle guides the selection of who can be 

entered into the study
 The deconfounding principle deals with the problems created 

when the exposure of interest is associated with other 
possible risk factors. These other risk factors are unmeasured 
since measured confounders could be handled in the analysis.

 Confounders in one study base may not necessarily be 
confounders in another study base

 Confounding by a factor is (theoretically) eliminated by 
eliminating variability in that factor.  

 For example, if gender is a possible confounder, selecting only 
men or only women completely eliminates the variability of 
gender. 
 This restriction in variability is the rationale for the choice of 

controls from the same neighborhood or family etc.
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The comparable accuracy 
principle

 Comparable accuracy principle
 The accuracy of the measurement of the exposure of 

interest in the cases should be the same as that in the 
controls
 Example:  in a study of the effect of smoking on lung cancer 

it would not be appropriate to measure smoking with urine 
cotinine levels in the cases and with questionnaires in the 
controls

 Example:  in a study of a fatal disease, it is suspect to 
measure an exposure by questioning the relatives of 
diseased cases but questioning the actual controls

 Bias caused by differential errors in the measurement of 
cases and controls should be eliminated (e.g. use the 
same measurement tools in the same way for cases and 
controls).
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Summary of three principles of 
case control study design

Summary
 If the principles of study base comparability, 

deconfounding, and comparable accuracy are 
followed, then any effect detected in a study 
should (hopefully!) not be due to:
 Differences in the ways cases and controls are 

selected from the base (selection bias)
 Distortion of the true effect by unmeasured 

confounders (confounding bias)
 Differences in the accuracy of the information from 

cases and controls (information bias)



Two important rules for control 
selection are:

 Controls should be selected from the same population - the 
source population (i.e. study base) - that gives rise to the study 
cases. If this rule cannot be followed, there needs to be solid 
evidence that the population supplying controls has an 
exposure distribution identical to that of the population that is 
the source of cases, which is a very stringent demand that is 
rarely demonstrable.

 Within strata of factors that will be used for stratification in the 
analysis, controls should be selected independently of their 
exposure status, in that the sampling rate for controls should 
not vary with exposure.

17Rothman et al. Modern Epidemiology, 2008
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Control sampling strategies

1) Cumulative sampling (i.e. traditional case-control design): 
from those who do not develop the outcome until the end of 
the study period (i.e. from the “survivors” or prevalent cases)

2) Case-cohort design (case-base; case-referent) sampling: 
from the entire cohort at baseline (start of the follow-up 
period; when cohort is established)

3) Incidence density case control design (risk-set sampling): 
throughout the course of the study, from individuals at risk 
(“risk-set”) at the time each case is diagnosed
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Underlying Hypothetical Cohort

Courtesy: Kris Filion
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Cumulative Sampling

Courtesy: Kris Filion
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Cumulative Sampling Case-Control Study

Case
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Control

Control

Control
Control

Control
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Assess Exposure by 
Outcome Status
OR ≈ CIR (if rare disease 
assumption is met)

Courtesy: Kris Filion
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Case-Cohort sampling

Courtesy: Kris Filion
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Case-Cohort
Case-Series

Courtesy: Kris Filion
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Case-Cohort

Random Sample 
= Sub-cohort

Case-Series

Courtesy: Kris Filion
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Case-Cohort

Controls: 
Random Sample 

= Sub-cohort

Case-Series

Assess Exposure by Outcome Status
OR ≈ CIR (no rare disease assumption)

Courtesy: Kris Filion
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Incidence density sampling
(nested case-control)

Courtesy: Kris Filion
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Incidence density sampling
(nested case-control)
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Incidence density sampling
(nested case-control)

Case

Case

Case

Case

risk set: those who 
could have 

developed the 
disease, but did not 
(at the time when 
case occurred)

Courtesy: Kris Filion
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Incidence density sampling
(nested case-control)

Case

Case

Case

Case

Time-Matched Controls

Risk-Set Sampling

Courtesy: Kris Filion
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Incidence density sampling
(nested case-control)

Case

Case

Case

Case

Time-Matched Controls

Assess Exposure by Outcome Status
OR ≈ IDR (no rare disease 
assumption)

Courtesy: Kris Filion
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Adapted from Rodrigues et al. IJE 1990

Understanding the 3 potential groups that can be sampled
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Case-control study: cumulative 
sampling of controls (“still at risk”)

Szklo & Nieto. Epidemiology: beyond the basics. Aspen Publishers, 2000

Incident and 
prevalent cases 
can be included
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Case-control study: cumulative 
sampling of controls

Szklo & Nieto. Epidemiology: beyond the basics. Aspen Publishers, 2000

Potential survival 
bias due to 
selection of cases 
and controls at 
the end of the risk 
period:

Only cases that 
survive long 
enough are 
included in the 
study (their 
exposures may 
have changed 
over time)
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Cumulative sampling 
design: example

ADHD subjects were 
consecutively recruited from 
children coming for initial or 
follow-up assessment from
October 2003 to August 
2007 in two pediatric
Clinics [Note: prevalent 
cases are included]

The non-ADHD controls 
were randomly selected 
from computerized lists of 
outpatients admitted for 
acute upper respiratory
infection at the same two 
pediatric medical clinics 
during the same period
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Case-control study: case-cohort (case-
base) sampling of controls (“initially at 
risk”)

Szklo & Nieto. Epidemiology: beyond the basics. Aspen Publishers, 2000
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Case-cohort design
 Selection of cases

 Because of the cohort nature of this design, it 
should be possible to include all the cases (or an 
appropriate random sample of them)

 Selection of controls
 All or random sample from among those in the 

baseline cohort
 Same set of controls can be used for several case-

control studies (for various outcomes)
 This does include some who later become cases

 Special analytic techniques (specifically a variation of 
the Cox proportional hazards model) are used 
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Case-cohort design: 
example

Controls were 
selected randomly 
among
participants at 
baseline (the first 
interview) in the birth 
cohort.

Cases were identified 
through 2 sources: (1) 
maternally reported oral 
clefts in post pregnancy 
interviews in the birth 
cohort ; and (2) a 
discharge diagnosis of 
oral clefts or an ICD-
10 code for 
reconstructive surgery on 
lips or palate in The 
National Patient Register.
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Case-control study: incidence density 
sampling of those “currently at risk” 
(nested case-control study)

Szklo & Nieto. Epidemiology: beyond the basics. Aspen Publishers, 2000

Also called
“risk set” or 
“density” 
sampling of 
controls who 
are “currently 
at risk”
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Nested case control study
 Selection of cases

 Because of the cohort nature of this design, it should be possible 
to include all the new cases (or an appropriate random sample of 
them) – important to include only incident cases (not prevalent 
cases)

 Selection of controls
 Each control is randomly sampled from the cohort at risk at the 

time a case is defined (currently at risk)
 This strategy is called “incidence density sampling” or “risk-set 

sampling”
 This is the equivalent of matching cases and controls on length 

of person-time follow-up—and needs the use of “matched data” 
analyses (matching on time)

 Controls may end up as cases later on and that is fine
 The same control may get selected (by chance) for more than 

one case during the follow-up and that is fine
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Nested case-control: 
example
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Nested case control design vs. 
case-cohort design

 Both are useful for studying rare outcomes
 Case-cohort design

 Is an unmatched variant of the nested case control
 Selects controls as a subcohort (random sample) of the 

original cohort—advantages of this design arise from this 
use of random sampling

 Nested-case control design
 Selects controls matched on time (of case diagnosis) to 

cases
 Its advantages arise from its control (by matching) of time
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What effect measures do the 3 designs 
actually estimate?

In earlier times, researchers thought that an OR from a case-control study
would be equivalent to the RR in a cohort study, provided the disease was 
rare (rare disease assumption). Later, it became obvious that this assumption 
was not really necessary, especially if density sampling was done
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Adapted from Rodrigues et al. IJE 1990 [see next slide for graphic & notation]

Sampling 
design

Controls sampled from Definition Effect measure that 
is estimated

Cumulative 
sampling 
(traditional case 
control study)

People disease-free 
throughout the study 
period (“survivors” at the 
end of the follow-up 
[prevalent cases])

CE / NE – CE
CU / NU – CU

Odds ratio (OR), which 
may numerically equal 
CIR if rare disease 
assumption holds

Case-base or 
case-cohort or 
case-referent

The baseline cohort 
(regardless of future 
disease status)

CE / NE
CU / NU

Cumulative incidence 
ratio (CIR) [does not 
need rare disease 
assumption]

Risk set 
sampling or 
incidence density 
sampling (nested 
case-control)

People currently at risk - in 
the risk set at the time an 
incident case occurs in the 
study base

CE / PyarE
CU / PyarU

Incidence density ratio 
(IDR) [does not need 
rare disease 
assumption]
[this design is the gold 
standard among case-
control designs!]

What effect measure do the various 
designs actually estimate?



46Notation for Table on previous slide

Adapted from Rodrigues et al. IJE 1990



47

Most case-control studies do not discuss 
what their ORs estimate
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Types of controls in case 
control studies

 Population controls
 Hospital or disease 

registry controls
 Controls from a 

medical practice
 Friend controls
 Relative controls
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Population controls

 When a population roster (sampling frame) is 
available, the selection of population controls is 
simplest.
 Census lists (available in some states and other countries)
 Birth certificates
 Electoral rolls (other countries)

 Some possible approaches when no roster is 
available:
 Random digit dialing
 Neighborhood controls
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Population controls
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Population controls

(J Pediatr 1996; 128:626-30)
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Advantages and disadvantages of 
population controls

Grimes & Schulz. Lancet 2005
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Neighborhood controls

Grimes & Schulz. Lancet 2005
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Random digit dialing controls

Grimes & Schulz. Lancet 2005
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Advantages and disadvantages of 
hospital controls

Grimes & Schulz. Lancet 2005
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Disadvantages of hospital 
controls (cont.)

Grimes & Schulz. Lancet 2005
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Composition of a hospital 
control series
 Suggestions

 Exclude from the control series any conditions likely to be related to the 
exposure:
 Example:  exclude controls with diseases likely to be associated with NSAIDS 

in a study of NSAIDS and colorectal cancer 
 In practice:  choose controls with many diseases just in case the assumption 

about the independence of the control disease to exposure is wrong
 A prior history of disease should not exclude control subjects unless this 

condition also applies to the cases
 Patients with any disease that can’t be easily distinguished from the 

study disease should be excluded as controls in order to reduce 
misclassification bias

Grimes & Schulz. Lancet 2005
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Controls from a medical 
practice

 Controls from a medical practice may be more appropriate 
that hospital controls in studies at urban health center

 Would these controls come from a primary or secondary 
base?  What must one assume for this to be the proper base?

 How could the study base principle be violated by the use of 
medical practice controls?

 Example:  A study of the relationship between coffee and 
pancreatic cancer



Bias in case-control studies

59



Selection bias

 Huge concern in case-control studies
 Which control group is chosen?
 How are controls actually recruited?
 Are controls from the same study base that gave 

rise to the cases?
 Are controls chosen independent of the 

exposure?

60
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Selection bias in case-control 
studies

Coffee and cancer of the pancreas.

MacMahon B, et al

 Questioned 369 patients with histologically proved cancer of the pancreas and 
644 control patients about their use of tobacco, alcohol, tea, and coffee.

 Controls included patients with gastro-intestinal disorders
 There was a weak positive association between pancreatic cancer and 

cigarette smoking, but found no association with use of cigars, pipe tobacco, 
alcoholic beverages, or tea.

 A strong association between coffee consumption and pancreatic cancer was 
evident in both sexes. The association was not affected by controlling for 
cigarette use

 For the sexes combined, there was a significant dose-response relation (P 
approximately 0.001); after adjustment for cigarette smoking, the relative risk 
associated with drinking up to two cups of coffee per day was 1.8 (95% 
confidence limits, 1.0 to 3.0), and that with three or more cups per day was 2.7 
(1.6 to 4.7)

 Conclusion: coffee use might account for a substantial proportion of the cases 
of this disease in the United States.

MacMahon et al. N Engl J Med. 1981 Mar 12;304(11):630-3
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Controls in the MacMahon study were selected from a 
group of patients hospitalized by the same physicians who 
had diagnosed and hospitalized the cases' disease. The 
idea was to make the selection process of cases and 
controls similar. 

However, as the exposure factor was coffee drinking, it 
turned out that patients seen by the physicians who 
diagnosed pancreatic cancer often had gastrointestinal 
disorders and were thus advised not to drink coffee (or had 
chosen to reduce coffee drinking by themselves). 

So, this led to the selection of controls with higher 
prevalence of gastrointestinal disorders, and these controls 
had an unusually low odds of exposure (coffee intake). 
These in turn may have led to a spurious positive 

association between coffee intake and pancreatic cancer.
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Cancer         No cancer            

coffee

no 
coffee

SOURCE 
POPULATION

STUDY SAMPLE

Case-control Study of Coffee and Pancreatic 
Cancer: Selection Bias

Jeff Martin, UCSF

Potential bias due to
inclusion of controls with
over-representation of
GI disorders
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Direction of bias

Case Control

Exposure Yes a b

No c d

If controls have an unusually low prevalence of exposure, then b will tend to be 
small -- this will bias the OR away from 1 (over-estimate the OR)

OR = ad / bc
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1410

8284

Case Control

Coffee: 
> 1 cup day

No coffee

OR= (84/10) / (82/14) = 1.4 (95% CI, 0.55 - 3.8)

Coffee and cancer of the pancreas:
Use of population-based controls

•Gold et al. Cancer 1985

Jeff Martin, UCSF

Results of the MacMahon study were not replicated
When population-based controls were used, the effect was not significant
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For a more in-depth analysis of this 
case study, see B-File #2
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Another example of selection bias 
(due to inclusion of friend controls)

Grimes & Schulz. Lancet 2005
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Selection bias (friend controls)
 Risk factors for menstrual toxic shock syndrome: results 

of a multistate case-control study.

Reingold AL, Broome CV, Gaventa S, Hightower AW.

 For assessment of current risk factors for developing toxic 
shock syndrome (TSS) during menstruation, a case-control 
study was performed

 Cases with onset between 1 January 1986 and 30 June 1987 
were ascertained in six study areas with active surveillance for 
TSS

 Age-matched controls were selected from among each 
patient's friends and women with the same telephone 
exchange

 Of 118 eligible patients, 108 were enrolled, as were 185 
"friend controls" and 187 telephone exchange-matched 
controls

Reingold AL et al. Rev Infect Dis. 1989 Jan-Feb;11 Suppl 1:S35-41
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Selection bias (friend controls)

 Risk factors for menstrual toxic shock syndrome: results of a 
multistate case-control study

 Results:
 OR when both control groups were combined = 29
 OR when friend controls were used = 19
 OR when neighborhood controls were used = 48

 Why did use of friend controls produce a lower OR?
 Friend controls were more likely to have used tampons 

than were neighborhood controls (71% vs. 60%)

Reingold AL et al. Rev Infect Dis. 1989 Jan-Feb;11 Suppl 1:S35-41
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Direction of bias

Case Control

Exposur
e

Yes a b

No c d

If cases and controls share similar exposures (e.g. friend controls), then a and b will 
tend to be nearly the same -- this will bias the OR towards 1 (towards null)

OR = ad / bc
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Relative/spouse controls

Grimes & Schulz. Lancet 2005
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Use of partners/spouses as 
controls
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Use of siblings as controls
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If cases are dead, what about 
controls?

 Main argument for choosing dead controls is to enhance 
comparability

 Dead people are not in the study base for cases, since death 
will preclude the occurrence of any further disease

 Choosing dead controls may misrepresent the exposure 
distribution in the study base if the exposure causes or 
prevents death in a substantial number of people

 If live controls are used for dead cases, then proxy 
respondents can be used for live controls as well

Rothman 2002
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If cases are dead, what about 
controls?

Brit J Psych 2008

We studied the first 100 
consecutive suicides during 
the study period. 

Controls were matched to 
suicide victims with respect 
to age (+2 years), gender 
and area of residence. 
They were identified in
the immediate vicinity of 20 
houses in the same street. 
When a suitable control 
could not be identified in 
the same street, the next
streets were visited until a 
suitable control was 
identified.

For both dead cases and live controls, close relatives were interviewed
(psychological ‘autopsy’).
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Number of control groups and 
number of controls

 Usually one control group (that is 
most reflective of the study base)
 If two are used, then might pose 

problems if results are divergent
 Number of controls:

 Usually 1:1
 Can increase up to 1:4 to gain 

precision (does not improve 
validity)

 Beyond 1:4, the added value is 
marginal

Disability & Rehab , 2000 ; v o l . 22, n o . 6. 259± 265
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Sample size calculation

OPENEPI
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When two 
control 
groups 
are used
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 Cases were people with newly diagnosed TB, recruited in Health Units that offered 
TB treatment

 Controls were Health Unit controls, selected from those attending the Health Unit 
that cases used for routine medical care before their diagnosis of TB.

 Second control group was selected from the neighbourhood of cases using a 
systematic approach, starting from the address of the case

A higher proportion of Health Unit attender controls had two BCG scars at examination and two BCG 
vaccinations in the vaccination cards than neighbourhood controls (Table); as consequence (adjusted) 
vaccine efficacy was 8% for population controls and 39% for Health Unit controls.

BMC Medical Research Methodology 2007, 7:11 
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Multiple BCG vaccinations and tuberculosis

Case Control

Exposure
[BCG 
revaccina
tion]

Yes a b 

No c d

When HU controls were used, prevalence of exposure was higher because people attending 
HU were more likely to get revaccinated 

This would lead to over-estimation of BCG vaccine efficacy (OR will be much lower than 1)

Case Control

Exposure 
[BCG 
revaccina
tion]

Yes a b

No c d

Health Unit [HU] Controls Neighbourhood Controls
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Information bias in case-control 
studies

Sources:
 Poor recall of past exposures (poor memory; can happen 

with both cases and controls; so, non-differential)
 Differential recall between cases and controls (“recall 

bias” or “exposure identification bias” or “exposure 
suspicion bias”)
 Cases have a different recall than controls

 Differential exposure ascertainment (influenced by 
knowledge of case status)
 Interviewer/observer bias (cases are probed or 

interviewed or investigated differently than controls)



Poor recall versus recall bias

82
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Brit J Psych 2008

Information bias: example from case-
control study of risk factors for suicide 
in Pakistan

- Close relatives of 100 suicide cases and 100 live controls were interviewed. 
- 79/100 suicide cases were found to have had depression.
- Only 3/100 controls were found to have depression (lower than the population average). 
- Due to lack of blinding, quality of interviews may have been lower in controls
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Recall bias: example



What is the ideal control group in 
case-control studies of malformations?

 Should the control group be parents of normal children 
("normal controls"), or should the control group include only 
parents of children with a defect other than that under study 
("malformed controls")?
 Some researchers advocated the routine use of malformed 

controls by suggesting that the use of normal controls will 
overestimate the effect (because of recall bias). 

 The rationale for using malformed controls was to balance out 
the issue of selective recall by parents of malformed children.

 Because both case and control children will have some birth 
defect, it was felt that the issue of unequal or differential recall is 
addressed to some extent.
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What is the ideal control group in 
case-control studies of malformations?

 Other experts argued that it was better to include normal controls because 
this enables direct comparison of the histories of infants affected by a 
selected birth defect with those without any apparent pathology. 

 They also argued that although the use of malformed controls might appear to 
address the recall bias problem, two wrongs don’t make a right.  If cases 
report with bias, then finding controls who also report with bias does not 
necessarily fix the original bias.  

 Also, the strategy of using malformed controls introduces a brand new 
problem of selection bias. 
 Since the controls have malformations, and if the malformations in the control group 

were positively associated with the study exposure, then this introduces selection 
bias that can underestimate the odds ratio. 

 In other words, if the study exposure was associated with the birth defects in the 
control group, then the exposure odds in the control group would be spuriously 
higher than the source population. 

 This, in turn, would bias the odds ratio towards null, because both cases and 
controls may end up with fairly similar exposure histories. 

86



What is the ideal control group in 
case-control studies of malformations?

 So, a solution, proposed by 
some researchers, is to use 
both types of controls. 

 For example, Hook suggested 
"as the use of normal controls 
biases the estimate if anything 
high, and use of malformed 
controls biases the estimate if 
anything low, the optimal 
strategy would appear to use 
both types of controls... One 
could safely infer that the true 
estimate of relative risk is at 
least somewhere between the 
two, and then with more 
refined analysis attempt to 
narrow the estimate of effect." 
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Some studies have shown similar odds ratio 
estimates with healthy and malformed controls
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Confounding in case-control 
studies

 Always an issue!
 Can be addressed at the design or analysis stage [usually both]:

 Design:
 Matching

 Has to be done carefully [can introduce selection bias!]
 If done, only match on strong confounders
 Take matching into account in analysis (i.e. Matched OR and conditional LR)

 Restriction
 If the study base is restricted, then confounding can be minimized (e.g. only men)

 Analysis:
 Multivariable analysis

 Logistic regression (LR) is the most natural model
 Unconditional LR if not pair matched
 Conditional LR if pair matched

 Results reported as adjusted odds ratios
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Confounding in case-control 
studies

 A key issue is to know what confounders to adjust for 
and why
 Need to have expertise in content area
 Useful to draw out a causal diagram (DAG) before 

analysis is done
 Each confounder must be justified

 There is considerable inconsistency and variation in 
how researchers adjust for confounding

90



Inconsistency in adjustment: example

91Only age was adjusted for in this study
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Inconsistency in adjustment: example



Overadjustment and unnecessary 
adjustment 

93



Overadjustment bias is control for an intermediate variable (or 
a descending proxy for an intermediate variable) on a causal 
path from exposure to outcome

94

Example: mediating role of triglycerides (M) in the 
association between prepregnancy body mass index 
(E) and preeclampsia (D)

If M is adjusted for, then the causal effect will be 
biased towards null 

Example: adjusting for prior history of spontaneous 
abortion (M); an underlying abnormality in the 
endometrium (U) is the unmeasured intermediate 
caused by smoking (E), and is a cause of prior (M) and 
current (D) spontaneous abortion. M is a “descending” 
proxy for the intermediate variable U.

If U is adjusted for, the observed association between 
the exposure E and outcome D will typically be biased 
toward the null with respect to the total causal effect

Schisterman E et al. Epidemiology 2009



Content area expertise is important for 
evaluation of confounding

Know your field!! 95
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Readings for case-control designs

 Schulz et al. Case-control studies: research in 
reverse. Lancet 2002: 359: 431–34

 Grimes et al. Compared to what? Finding controls 
for case-control studies. Lancet 2005;365:1429-33

 Rothman text:
 Page 73 to 91 [section on case-control studies]

 Gordis text:
 Chapter 10
 Chapter 13
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