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Overview

+ BIg picture
+ Measures of Disease frequency
+ Measures of Association (I.e. Effect)

+ Measures of Potential Impact




|A.\T OVERVIEW OF MEASUREMENTS IN EPIDEMIOLOGY [VER 3, 2007]
>

EXPOSURES OUTCOME

Epidemioclogy is about identifving associations between exposures and outcomes. To identfy anv association, exposures and outcomes must first be measured in
a quantitative manner. Then rates of occurrence of events are computed. These measures are called “measurer of disease frequency.” Once measured, the
association between exposures and outcomes are then evahlated by calenlating “measures of association or gffect” Finally, the impact of removal of an exposure
on the outcome is evaluated bv computing “measures of potential impact.” In general, measures of disease frequency are needed to generate measures of
association, and both these are needed to get measures of impact. There is some overlap between these measures, and termineology is poorly standardized.
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Measures of Disease Frequency

+ The importance of understanding the “numerator” and the
“denominator” [proportions, rates, ratios]

+ Defining the numerator [“case”]

= Defining the denominator [“population at risk”]

12

Quantifying occurrence is usually done using:
+ Incidence

¢ Prevalence

12

Incidence:
+ Cumulative incidence [incidence risk, incidence proportion]

+ Incidence density [incidence rate; sometimes hazard rate]

12

Prevalence:
+ Point prevalence

+ Period prevalence




Rates, Ratios, Proportions

O Three general classes of mathematical parameters.

O Often used to relate the number of cases of a disease
[numerator] or health outcome to the size of the source
population [denominator] in which they occurred.

O Numerator (“case”) has to be defined

O Denominator (“population size”) has to be defined

m Epidemiologists have been referred to as “people in search of
the denominator”!



Ratio

O Obtained by dividing one quantity by another. These quantities may
be related or may be totally independent.

o Usually expressed as: X
Y& —x10"

y

Example: Number of stillbirths per thousand live births.

# stillbirths
# live births

x1000

O “Ratio” is a general term that includes Rates and Proportions.

O Dictionary: “The value obtained by dividing one quantity by another.” [Porta
2008]

Kleinbaum et al. ActivEpi




Proportion

O A ratio in which the numerator (x) is included in the denominator (y)

X .- |
o Expressed as: —x10 where, 10" is often 100.

y

Example: The number of fetal deaths out of the total number of births.

# of fetal deaths
live births + fetal deaths

x100

O Answer often read as a percent.

O Dictionary: “A type of ratio in which the numerator in included in the
denominator.” [Porta 2008]

Kleinbaum et al. ActivEpi




Rate

O A measure of how quickly something of interest happens.

X
O Expressed as: —x10"

y

Example: The number of new cases of Parkinson’s disease which
develops per 1,000 person-years of follow-up.

# of new cases of Parkinson's disease
Total time disease - free subjects observed

x1000

O Time, place and population must be specified for each type of rate.
O In arate, numerator is not a subset of the denominator
O Rate is not a proportion

Kleinbaum et al. ActivEpi




Measures of Disease Frequency

O Incidence (I): Measures new cases of a disease that develop over a
period of time.

O Dictionary: “The number of new health-related events in a defined population within a
specified period of time. May be measured as a frequency count, a rate or a
proportion.” [Porta 2008]

= Very helpful for etiological/causal inference
= Difficult to estimate
= Implies follow-up over time (i.e. cohort design)

O Prevalence (P): Measures existing cases of a disease at a
particular point in time or over a period of time.

O Dictionary: “A measure of disease occurrence: the total number of individuals who
have an attribute or disease at a particular time (or period) divided by the population
at risk of having the disease at that time or midway through the period. It is a
proportion, not a rate.” [Porta 2008]

= Very helpful for quantifying disease burden (e.g. public health)
= Relatively easy to estimate
= Implies a cross-sectional design

Kleinbaum et al. ActivEpi




Prevalence vs. Incidence

Incidence

®o¢ O Prevalence can be
viewed as describing

a pool of disease in a

population.

O Incidence describes
the input flow of new
cases into the pool.

\¢==Prevalence g Deaths and cures
reflects the output
flow from the pool.

Gordis: Epidemiology, 4th Edition.
Copyright © 2008 by Saunders, an imprint of Elsevier, Inc. All rights reserved

Relationship between incidence and prevalence: [V.




Measures ot Disease Frequency
Incidence (I): New

Prevalence (P): Existing

AlDS:

Incident cases Frevalent rases

of AILNS in of AIDNS in
gay men \ gay mer

/.f—-"‘

mid 1980s-19%90s mid 1980s-19%0s

e Anti-retroviral treatment s [reatments pralong life

« [leduce high risk behavior

Kleinbaum et al. ActivEpi"



RiIsk

Probability that an individual with certain characteristics such as:
Age
Race
Sex
Smoking status

will experience a health status change over a specified follow-up
period (i.e. risk period)

Dictionary: “Probability that an event will occur within a stated period
of time.” [Porta 2008]

Assumes:
Does not have disease at start of follow-up.
Does not die from other cause during follow-up (no competing risks).

Risk is often used for prediction at the individual level

12



RiIsk

O < RISK<1
0% < percentage < 100%
Specify risk period

Example: The 10-year risk that a 45-year-old male will develop
prostate cancer is 5%.

Risk can be estimated from:

1. Cumulative Incidence (directly) [note: cumulative
iIncidence is also called “incidence risk”]

2. Incidence density (indirectly via life tables, etc)

13



Cumulative Incidence

Cl =

| = # of new cases during follow-up
N = # of disease-free subjects at start of follow-up

Measures the frequency of addition of new cases of disease and is always
calculated for a given period of time (e.g. annual incidence)

Must always state the time period (since time is not automatically captured in
Cl)

Dictionary: “Incidence expressed as a proportion of the population at risk. A measure of
risk. The proportion of a closed population at risk for a disease that develops the

disease during a specified interval.” [Porta 2008]
14



Prevalent cases must be excluded before
follow-up

DETERMINE WHO
HAS THE DISEASE FOLLOW UP
INITIALLY AND WHO DOES ONLY THOSE
IDENTIFY A NOT: WHO DID NOT

Prevalen

Cases

—

POPULATION: HAVE THE

DISEASE AT
BASELINE:

HAVE THE
DISEASE

DID NOT
DEFINED DO NOT HAVE THE

POPULATION I-I!;TgEEgsl:lEE DISEASE AT
BASELINE

AT BASELINE

B

TIME 15
Gordis: Epidemioclogy, 4th Edition.

Copyright © 2008 by Saunders, an imprint of Elsevier, Inc. All rights reserved




Example

N=1000 men age 45
I=50 developed prostate cancer
Follow-up = 10 vears

Mo one lost to follow-up
Mo one withdrew from studsy

O = — — Y _ 0.05 = 59
TN 1000 °

10-wvear risk:

T

12% = 59

16
Kleinbaum et al. ActivEpi




Cumulative Incidence

O Most common way to estimate risk

O Always a proportion (bounded between O and 1)

O Assumes a fixed or closed cohort (no exits allowed)
m|

For brief specified periods of time, e.g. an outbreak,
commonly called an Attack “Rate”

In reality, attrition is a huge problem (losses to follow-up,
deaths, competing risks)

Formula does not reflect continually changing population
size for dynamic cohorts (open populations).

Does not allow subjects to be followed for different time
periods.

In real life, one has to deal with losses, competing risks,
attrition, dynamic cohorts, and differential follow-up time!!,;

So, rate becomes more relevant




RATE

A measure of how quickly something happens.

2 1 hour

RE miles

Instantaneous Rate

Velocity: 63 mph

Average Rate

Speed: 55 mph average

In epidemiology, we generally measure “average rates”
[instantaneous rates are difficult to estimate, but hazard function 18

comes close] Kleinbaum et al. ActivEpi




Rate

O Describes how rapidly health events are occurring in a population of interest.

O In epidemiologic studies, we typically measure the average rate at which a disease
IS occurring over a period of time.

O Rate is always non-negative, but has no upper bound (0 < Rate < infinity)

O Rate is not a proportion bounded between 0 and 1

O Example:

50 new cases per 10,000 person-years

Interpretation:

An average of 50 cases occurs for every 10,000 years of disease free follow-up
time observed on a cohort of subjects.

This type of rate is not easy to use for individual risk prediction [they are useful at
the population level]

Dictionary: “The rate at which new events occur in a population.” [Porta 2008]

Kleinbaum et al. ActivEpi




Incidence density (incidence rate)

| = # of new cases during follow-up

PT = total time that disease—free individuals in the cohort are observed over the study period
(total person-time experience of the cohort).

IR

Synonyms: hazard rate*, incidence density rate, person-time incidence.
Dictionary: “The average person-time incidence rate” [Porta, 2008]

Measures the rapidity with which new cases are occurring in a population

Most sophisticated form of measuring incidence [most difficult as well]

Accounts for losses, competing risks, dynamic turn-over, differential follow-up time, changes
in exposures over time

*hazard function (in survival analysis) is the event rate at time t conditional on survival until
time t [hazard rate is something like an instantaneous rate]

Kleinbaum et al. ActivEpi

20



Incidence “density”: new cases that
occur In the total population-time

Numerator

-/

o ot O Gommm |
°

thenw (t)

FIGURE 2 'Cmpbi illuscration of the occurrence of
new (incident) cases gver time in & candidate population
(of stze N; at time t)

Denominator = Area under the
curve = aggregate of person-
moments [total population-time]




Example

Hypothetical cohort of 12 initially disease-free subjects
followed over a 5-year period from 1990 to 1995.

1 M 2.5
z > 3.5
= 1.5
| (2.5
5 | | 4.0
7 0.5
z 2.5
g EE.E
10 | 2.0
11 sl .3
12 1.5
| | | | | I -
1220 1931 1952 19375 1954 1935

¥ disease 0 death

Kleinbaum et al. ActivEpi 22




Example, cont.

I 5

I/\R: — —
PT  25PY

0.20

=20 new cases per 100 person - years
or 200 new cases per 1000 person - years

Study questions:
1) Is the value of 0.20 a proportion?

2) Does the value of 0.20 represent an
Individual’s risk of developing disease?

Kleinbaum et al. ActivEpi =




Confusing Risk with Rate

O The term “Rate” is often been used incorrectly to
describe a measure of risk (cumulative incidence).

e.g.,
Attack Rate
Death Rate
Case-Fatality Rate

0 When reading Epidemiologic literature, one should be
careful to determine the actual measure being reported.

Kleinbaum et al. ActivEpi 24




Risk vs Rate

RISK

O
O

O

E.g. Cumulative incidence

Proportion (always between O
and 1)

Probability that an individual
will develop a disease during
a specific period

Use for individual prognosis
More assumptions

Cannot handle variable follow-
up times, attrition, competing
risks

Easy to compute in a fixed
cohort with few losses; but
gets difficult with open
populations with longer follow
up and losses

RATE

O
O

O

E.g. Incidence density

Non-negative and no upper
bound

Describes how rapidly new
events occur in a specific
population

Use for etiological comparisons
Fewer assumptions

Can handle variable follow-up
times, attrition, competing
risks

Can be computed even with
open populations with losses
and longer follow up

25



Risk vs Odds

\ Number of
new cases
of disease

Number of (10)

individuals Number of

initi;_al::r at individuals Nurnber of

ris
_ currently i
(dlsi::z-}free) at risk nf:-.r:ﬁi:.ﬁ:d
{stil at risk)
(90)
Time {t}

Thus, It is possible to calculate the risk and the odds of
developing the disease during the study period as:

Risk = 101100 =0.10 = 10%
Odds of disease =100 =0.11 = 11%

Dictionary: “Odds is the ratio of the probability of occurrence of
an event to that of non-occurrence.” [Porta, 2008]

26

Source: Silva 1999



Risk vs Odds

CHARACTERISTIC PROBABILITY oDDS
Ratio occurrence occurrence
whole nonoccurrence
Range Oto1 0 to =
Transformation to other measure odds = prﬂbablll‘.l}f probability = o
1 — probability 1 + odds

Effective Clinical Practice May/June 2000 Volume 3 Number 3

O To go from Probability to Odds:
= Odds =P/ (1 —P)
= E.g. If P =0.20, Odds = 0.20/ 0.80 = 0.25

O To go from Odds to Probability:
= Probability = Odds / (1 + Odds)
= E.g. If Odds = 0.25,P =0.25/ 1.25 = 0.20 27
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JORGE CHAM ETHE STANFORD DALY
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Prevalence

O Measures existing cases of a health condition
= Inherently biased towards inclusion of “survivors”

O Primary outcome of a cross-sectional study (e.g.
sample surveys)

O Two types of Prevalence
. Point prevalence
- Period prevalence

30



Point Prevalence

p_*
N

C = # of observed cases at time' t
N = Population size at time t

Measures the frequency of disease at a given point in time

Dictionary: “A measure of disease occurrence: the total number of
individuals who have an attribute or disease at a particular time (or
period) divided by the population at risk of having the disease at that time
or midway through the period. It is a proportion, not a rate.” [Porta 2008] 31




Point Prevalence
Example

Suppose there are 150 individuals in a population
and, on a certain day, 15 are ill with the flu.
What is the estimated prevalence for this
population?

P = 1 — =10%
150

Kleinbaum et al. ActivEpi
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Prevalence

Useful for:
- Assessing the health status of a population.
- Planning health services.

- Often the only measure possible with chronic diseases where
Incident cases cannot be easily detected (e.g. prevalence of
hypertension)

Not very useful for:

- ldentifying risk factors (etiology): confusion between risk factors
for survival vs. risk factors for developing disease

. Makes no sense for conditions that are acute and short duration
(e.g. diarrhea)

: : : 33
Kleinbaum et al. ActivEpi




Period Prevalence

C+1
\

O C =the # of prevalent cases at the beginning of the time period.

PP =

O | =the # of incident cases that develop during the period.

O N = size of the population for this same time period.

Example: one year prevalence: proportion of individuals with the disease
at any time during a calendar year. It includes cases arising before 34
and during the year. Denominator is total population during the time period.




Prevalence: example

f T EE IS S W IS O SR S B g o T D S B B SN SR e wer e o e e am o am

0 r—fp-====-=
B e o - Em E Em o n_ r —————
- e e - - - == e — b~ — oo 0 = disease onset
-0 r—m ¥ = recovery
N d = death
TTT e m = migration

- e ke e e Em Em e e R b mm mm e = - m
—————————————————— 0O d-—--
. T T e T —— D r ---------------

t Time ({t) ——a t2

Point prevalence at time t, = 2/10 = 20%
Point prevalence at time t, = 3/8 = 38%

Period prevalence between t; and t,: 6/10 = 60% .

Source: Silva 1999




What impacts prevalence estimation?

GAINS  In-migration

\ Prevalence

All new cases Cases gxis_tin_g at
\ \ \ one point in time
Early  cyres  Out-migration

deaths
LOSES

36




What factors can increase prevalence?

Prevalence

Longer duration
Prolongation of life without cure
Increased incidence
In-migration of cases
Out-migration of healthy people
In-migration of susceptible people
Better diagnosis/reporting

Source: Beaglehole, 1993




What factors can decrease
prevalence?

Prevalence

Shorter duration
High case fatality
Decreased incidence
In-migration of healthy people
Out-migration of cases

Improved cure rates

Source: Beaglehole, 1993




Relation between measures of disease
frequency

+ Relationship between prevalence and incidence:

+ Prevalence = Incidence Rate X Average Duration*

*Assumptions: steady state population and rare disease

+ Relationship between incidence risk and rate:

¢ Risk = Incidence Rate X Duration of the period of risk

39




Key issue to understand: all measures are
“estimates” [subject to error]

WHAT MAKES STATISTICS UNIQUE 15 ITS ABILITY TO QUANTIFY UNCERTAINTY,
TO MAKE IT PRECISE. THIS ALLOWS STATISTICIANS TO MAKE CATESORICAL
STATEMENTS, WITH COMPLETE ASSURANCE—ABOUT THEIR LEVEL OF
UNCERTAINTY!

G000 CHOICE! TM 95%
CONFIDENT THAT TONIGHT'S
SOUP HAS PROBABILITY

BETWEEN 73% AND 77% OF
BEING REALLY DéLiclous!




Sampling distribution of X

L Therefore,
S P all estimates must
S be reported
| with a confidence
. ; intervals

' Lock at this interval.
It "missed” the
* i population parameter!

20 different 95% confidence intervals

o

Y } : . X i:

Population mean

- A sampling distribution of the mean (based on all possible samples of size
1007 and an illustration of the 95 percent confidence intervals for twenty possible samples. The

width of the intervals will be slightly different because they are estimated from different random
samples. In the long run, 95 percent of confidence intervals will capture the population mean.  nesmmm johnsonr johnson/index him

41




What are 95% confidence intervals?

O The interval computed from the sample data
which, were the study repeated multiple times,
would contain the true effect 95% of the time

O Incorrect Interpretation: "There is a 95%
probability that the true effect is located within
the confidence interval."

= This is wrong because the true effect (i.e. the population
parameter) is a constant, not a random variable. Its
either in the confidence interval or it's not. There is no
probability involved (in other words, truth does not vary,
only the confidence interval varies around the truth).

42
Useful reading: Primer on 95% CI by American College of Physicians




Crude vs. adjusted rates

+ Crude rates are useful, but not I, 1)
always comparable across - - - B
b :
populations !__LJ . |
¢+ Example: crude death rate in - = 8
[ 5-9
Sweden is higher than in Panama o 0 % 0 @ m o 0 B 4 & & o =l
[Rothman text] -
¢ Why? S
¢+ Confounding by age 5 —
+ Age standardization is nothing | -
but adjustment for confounding wo W F oA o 0 o0 o b o m B

b a e Figure 1-1. Age distribution of the populations of Panama and Sweden (population
y g pyramids). Source: U.S. Census Bureau

1, International Data Base.

Rothman KJ, 2002
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Example from Kleinbaum:

Climate conchtions and mortality
1996

"y

Alaska Arizona
426.57 deaths 24 .21 deaths

per 100,000 per 100,000

Kleinbaum et al. ActivEpi"



Example from Kleinbaum:

Chmate conditions and mortality
1996

"y

Alaska Arizona
426.57 deaths 824 .21 deaths

per 100,000 per 100,000
study Cuestions

1. What do wou think? s 1t far more hazardous to Iove w1 Anzona than &laska?

Kleinbaum et al. ActivEpi"




Example from Kleinbaum:

study Ouestions

1, What doyou think? Is it far more hazardous to live in Arizona
than Alaska?

These two rates are crude rates because they
represent the overall mortality experience in

1996 for the entire population of each state.
Crude rates do not account for any differences in
these populations on factors such as age, race
or sex that might have some influence on
mortality. Without consideration of such
factors, it would be premature to make such a

conclusion.

Kleinbaum et al. ActivEpi"



Example from Kleinbaum:

Alaska 1906 Ari1zona
426.57 deaths 824 21 deaths

per 100,000 er 100,000
Fopulation Distribution by A ge (in yeats)

BOE -
20 -
40F -
30%
20%
10%

0%
< 20 20-34  # 35

study Duestions

2. Which p::npulati::nn iz older?

Kleinbaum et al. ActivEpi"’



Example from Kleinbaum:

2 Which IJ::&I;ﬂ_llEl.'[iﬂI'l iz older?

| ﬁ Arizona. The dry, warm climate of
Arizoha attracts many older persons

than does Alaska,

3. Why should we expect relatively more deaths n Arizona than in

Alagks? (r—
| ﬁ There are relatively more older persons
living in Arizona, and older persons are

at high risk of dying,

Kleinbaum et al. ActivEpi"



Example from Kleinbaum:

Alaska 1996 Ari1zona
426.57 deaths 824 .21 deaths

per 100,000 per 100,000

AGE the comparizon.

Age -Adjustment
v

Age-Adjusted Rates

Kleinbaum et al. ActivEpi™



Example from Kleinbaum:

Age -Adjustment
Direct Method - Standard population

Alaska Arizona

Re-commpute rates with cotmon age distribution

60%1 1996 US Population

203% -
A40% -
303 -
2038 -
10% -
0% _

{20 20-24 # 33

Kleinbaum et al. ActivEpi™




Example from Kleinbaum:

Alaska Ar1zona

Age-adjusted rates

856.00 / 100,000 832.21 /100,000

Crude rates

426.57/100,000  824.21/100,000

g Controlling for any age differences in the
two populations, the overall mortality
rate is higher in Alaska, the cold damp

climate then in Arizona, the warm dry
climate.

Kleinbaum et al. ActivEpi™



Readings for this week

0 Rothman text:

= Chapter 3: Measuring disease occurrence and
causal effects

0O Gordis text:

= Chapter 3: Measuring the occurrence of
disease: morbidity

= Chapter 4: Measuring the occurrence of
disease: mortality

52



WRITING YOUR THESIS OUTLIN

STES Aim for a respect-
able number of
chapters:

THESIS OUTLINE

o

i.
1.
3,
4.
5 chapter
5 "

§ = “That'sIT??"
6-7 = “Not bad"

g8+ = “Are you crazy??"

STES  Fill in the
2 “freebies™:

THESIS OUTLINE

L, INTRODUCTION
1. LTREVIEW
3, METHODOLOEY

4.
5.

E’;,: COMCLUSIONS

You're half way done!

515° Make up titles for
the “meat” chapters:

C- LU YIS W

3, METHOROLOGY
(TIAT STUFF You DID

. oo FrsTvERR)

FF ud‘HE
5_*%“&%@3

b. (PhKE STUTF UP)
3. CONCLUSIONS

(It'll be years before you
actually have to on
that later chapter, and :.5'-
then your thesis topic will
have changed anyway)

wWww.phdcomics.com

NOTHING SAYS "M ALMOST DONE"” TO YOUR ADVISORS
SPOUSE/PARENTS LIKE PRETENDING YOU HAVE A PLAN

STER Vailal You just
bought yourself
another two years

JORGE CHAM & 2006

.
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