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Lets say you decide to do a case-control study on 
dietary fat and breast cancer for your thesis…

Breast cancer

Yes No

Dietary fat
over the past
decade

High a b

Low c d

How will you estimate dietary fat intake over the past decade?
What tools could you use? How accurate and precise are these tools?
Is the study worth doing???
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Misclassification of exposure
 How accurately can these commonly studied exposures be 

measured?
 Age
 Race
 Dietary intake
 Physical activity
 Pain
 Stress
 Socioeconomic status
 Smoking 
 Alcohol
 Sexual behavior
 Adherence to medications
 Caffeine intake
 Blood pressure
 Intelligence
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How to measure adherence?
 Is there a gold standard?

 No gold standard method
 What are the available methods?

 Provider’s assessment of adherence
 Self reported adherence by patient
 Standardized, patient-administered questionnaires
 Pill counts (e.g. remaining dosage units)
 Pharmacy database (prescription refills, etc)
 MEMS (medication event monitoring system)
 Biochemical measurements (e.g. biomarkers in urine)
 Direct observation of medication ingestion (e.g. DOT)

 Which approach is most prone to misclassification?
 Provider’s assessment of adherence

 Which approach is least prone to misclassification?
 DOT, MEMS

 What may be the optimal strategy, considering cost and feasibility?
 Overall, no single measurement strategy is optimal

 multi-method approach that combines self-reporting with some objective 
measure is the current state-of-the-art in measurement of adherence

Source: WHO, 2003
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MEMS: Medication Event Monitoring System
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Direct observation of therapy (DOT)
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Coffee: a source of great confusion and anxiety!
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How to measure caffeine intake?

Prev Med, 1988
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How to measure caffeine intake?

Subjective (questionnaires based on recall)

Objective (biomarkers)
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Nutr Metab Cardiovasc Dis 2007
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Blood pressure: digit preference bias

Blood Press Monit. 2002 Jun;7(3):169-77 

•Digit preference is a subconscious bias towards 
choosing numbers that end in certain digits. 
•Can influence many medical readings (such as blood 
pressure, age, birth weight) and can reduce the power 
of statistical tests
•Most frequently recorded examples show preferences 
to figures that end in 0, 5, or even numbers 

Target BP
was <150 mmHg;
Preference noted
for 148 mmHg
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Misclassification of exposure in questionnaire studies
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HPV positive

HPV negative

Franco et al., PAJPH 1999; Ludwig-McGill Cohort (Follow-up data as of August 1997)Source: Eduardo Franco, McGill Univ.

Misclassification of exposure in laboratory studies
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Franco et al., PAJPH 1999; Ludwig-McGill Cohort (Follow-up data as of August 1997)Source: Eduardo Franco, McGill Univ.



With better tests for HPV, the association between HPV and cervical 
cancer became stronger

15
American Journal of Epidemiology 2010 171(2):164-168; 

“Studies are ordered by year of publication,
which underscores the transition from 
nonamplified hybridization techniques to 
detect HPV DNA, prevailing in the 1980s, 
to the new era of amplified target detection 
via polymerase chain reaction (PCR) 
protocols. The graph shows that the 
magnitude of the association increased 
substantially, from 2- to 5-fold risk 
increases in the early studies to triple digits 
in the most recent investigations. “
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Misclassification of outcome
 How accurately can the following be measured?

 Depression
 Tuberculosis in children
 Appendicitis
 Dementia
 Diabetes
 Attention deficit disorder
 Cause of death
 Obesity
 Chronic fatigue syndrome
 Angina
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Measurement error: a fact of life

 Measurement error in the ascertainment of:
 Exposure
 Outcome/disease
 Covariates (e.g. confounders)

 Measurement error leads to misclassification 
bias:
 Non-differential misclassification bias 
 Differential misclassification bias
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What is information bias?

 “A flaw in measuring exposure, covariate, or outcome variables 
that results in different quality (accuracy) of information between 
comparison groups”

 “Bias in an estimate arising from measurement errors”
 Porta M. A dictionary of epidemiology. Oxford, 2008.

 “A distortion in the measure of effect caused by a lack of accurate 
measurements of exposure or disease status.” [ERIC Notebook, 2001, UNC]

 Defining feature:
 Information bias occurs at the stage of data collection
 Misclassification of exposure and/or outcome status is the main 

source of error, and this, in turn, has the potential to bias the effect 
estimate
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Example of an amazingly good measurement tool 
for identifying terrorists!

Courtesy:

US visa application
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“Misclassification occurs when sensitivity and/or specificity of the 
procedure to detect exposure and/or effect is not perfect…” 
Delgado-Rodriguez et al. J Epidemiol Comm Health 2004

Disease -Disease +
☻☺

How good is the measurement tool?
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The ideal measurement tool (i.e. a 
diagnostic test) = no misclassification

☻☺

X                                     Y
DiseaseNo Disease
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Variations in test results

☺ ☻
Overlap

Range of Variation in  Disease free 
Range of Variation in  Diseased 
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Example: intra-ocular pressure
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Performance characteristics of a diagnostic test

•Diagnostic 2 X 2 table: need results of the 
“gold standard” and the index test

Disease + Disease -

Test + True 
Positive

False 
Positive

Test - False 
Negative

True 
Negative
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Disease 
present

Disease 
absent

Test 
positive

True 
positives (TP)

False 
positives (FP)

Test 
negative

False 
negative (FN)

True 
negatives (TN)

SENSITIVITY
[true positive rate]

The proportion of patients with disease who test 
positive = P(T+|D+) = TP / (TP+FN)
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Disease 
present

Disease 
absent

Test 
positive

True 
positives

False 
positives

Test 
negative

False 
negative

True 
negatives

SPECIFICITY
[true negative rate]

The proportion of patients without disease who test 
negative: P(T-|D-) = TN / (TN + FP). 
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Example: Ultrasonography for Down Syndrome
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Example: Ultrasonography for Down 
Syndrome

Down Syndrome

Yes No

Nuchal fold
on ultrasound

Positive 28 0 28

Negative 0 192 192

28 192 220

Sensitivity = 100%
Specificity = 100%

N Engl J Med 1987;317:1371

Is there misclassification
in these hypothetical data?
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Example: Ultrasonography for Down 
Syndrome [real data]

Down Syndrome

Yes No

Nuchal fold
on ultrasound

Positive 21 4 25

Negative 7 188 195

28 192 220

Sensitivity = 21/28 (75%)
Specificity = 188/192 (98%)

N Engl J Med 1987;317:1371

Misclassified
by ultrasound
(false negative)

Misclassified
by ultrasound
(false positive)



30

Very rarely, you get tests that are nearly perfect (i.e. 
100% sensitive and 100% specific)
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So, its important to note that in all epi 
studies:
 Exposure will be measured with some 

sensitivity and some specificity
 Disease will be measured with some 

sensitivity and some specificity
 Confounders (covariates) will be measured 

with some sensitivity and some specificity

 If each is measured with error, then imagine 
how they can all add up!
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Information bias in randomized 
controlled trials
 Sources:

 Lack of blinding can cause detection bias (knowledge of 
intervention can influence assessment or reporting of 
outcomes)
 Subjects (“participant expectation bias”)
 Investigators
 Outcome assessors (“observer bias”)
 Data analysts

 Key issue: how “hard” is the outcome variable?
 Strong versus “soft” outcomes
 Blinding is very important for soft outcomes



Vit C and common cold

33
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‘Hard’ Vs. ‘Soft’ endpoints

 ‘Hard’ [blinding is 
usually not a concern]
 Death
 Procedure performed 

(e.g. surgery)
 Duration of hospital stay
 Disease events that can 

be diagnosed with great 
certainty (e.g. bone 
fracture)

 Laboratory results (e.g. 
hemoglobin, cholesterol)

 ‘Soft’ [blinding is critical]
 Pain, stress, fatigue, etc
 Resolution of symptoms
 Physical signs (e.g. joint 

stiffness)
 Disease events that are 

difficult to diagnose (e.g. 
angina)

 Quality of life (QOL) 
indicators

 Some side effects of 
drugs (e.g. rash, nausea)



Should music auditions be blinded?
The case of Abbie Conant, Trombonist

35

- In 1980, Conant auditioned at the Munich Philharmonic Orchestra
- 33 candidates, each played behind a screen, making them invisible to the committee
- When Conant finished, the music director cried out “That’s who we want!”
- But when he found that Conant was a woman, he tried everything possible to demote her.
- He is quoted to have said ““You know the problem, we need a man for the solo trombone.”
- After prolonged court proceedings, she was reinstated as first trombone and got paid on par with
her male colleagues 

http://www.osborne-conant.org/ladies.htm

Also recommend the book “Blink” by Malcolm Gladwell
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Information bias in cohort studies
 Sources:

 Misclassification of exposure at baseline (not likely to be 
influenced by outcome status, because outcome has not 
occurred)

 Changes in exposure status over time (time-dependent 
covariates; dynamic exposures)

 Ascertainment of outcomes during follow-up (which can be 
influenced by knowledge of exposure status: “detection bias” or 
“outcome identification bias” or “diagnostic suspicion bias”)
 Clinical example:  pathologist more likely to use the term 

“alcoholic cirrhosis” when evaluating a borderline liver specimen 
if the pathologist knows the patient is alcoholic

 Another example:  nephrologists were sent simulated case 
histories in which the patient’s race was identified randomly as 
black or white.  
 The nephrologists were 2x more likely to make a diagnosis of 

hypertensive end-stage renal disease if the patient was identified as 
black in the history
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Information bias in case-control 
studies
 Sources:

 Poor recall of past exposures (poor memory; can happen 
with both cases and controls; so, non-differential)

 Differential recall between cases and controls (“recall bias” 
or “exposure identification bias” or “exposure suspicion 
bias”)
 Cases have a different recall than controls

 Differential exposure ascertainment (influenced by 
knowledge of case status)
 Interviewer/observer bias (cases are probed differently than 

controls)



Poor recall versus recall bias

38
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Information bias in case-control studies

Exposure: “How often did you on average drink
carbonated soft drinks 20 years ago?”

What do you think of this exposure measurement?

Is there likely to be misclassification?

Who is likely to have poor recall – cases or controls?

Is this poor recall or recall bias?
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Direction of bias: non-differential 
misclassification

Case Control

Exposure Yes a b

No c d

OR = ad / bc

Example: cases and controls have trouble recalling soft drink consumption
OR will be biased toward the null

Sensitivity and specificity for exposure is not dependent on the disease status; 
therefore non-differential

In general, non-differential misclassification occurs if there is equal misclassification 
of exposure between diseased and non-diseased subjects, or if there is equal 
misclassification of disease between exposed and non-exposed subjects. 
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Information bias in case-control studies

Authors considered the possibility that cancer 
patients will better recall their soft drink consumption 
than controls:

“Risk of recall bias was alleviated by the fact that the
hypothesis that carbonated drinks potentially affect
the risk of these tumors was not known to the study
participants”

If recall bias occurred, what would be the 
possible direction of bias?
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Direction of bias: differential 
misclassification

Case Control

Exposure Yes a b

No c d OR = ad / bc

Example: cases report higher soft drink consumption because they have the disease
OR will be biased away from the null 

Sensitivity and specificity for exposure is dependent on the disease status; or
Sensitivity and specificity for disease is dependent on exposure status; therefore differential

In general, differential misclassification occurs when misclassification of exposure is not 
equal between diseased and non-diseased subjects, or when misclassification of disease is 
not equal between exposed and non-exposed subjects



Detection or diagnostic surveillance bias

 Exogenous unopposed estrogen (i.e. without progestin) use is now known to 
substantially increase the risk of endometrial cancer. 

 But in the 1970s and early 80s, this was a very contentious issue. Several case-
control studies reported a strong association between estrogen use and endometrial 
cancer, especially in women taking estrogen regularly for a number of years. 

 Most investigators were convinced that this was a causal association. 
 However, a few investigators argued that estrogens were merely causing the cancers 

to be diagnosed rather than to occur (Horwitz & Feinstein, 1978). 
 In other words, they argued that "detection bias" explained the strong associations 

that were found in these studies. 
 Estrogens induce uterine bleeding, even in healthy women. Therefore, women who 

regularly took estrogen are probably more likely to seek medical attention because of 
bleeding, therefore more likely to be worked up by physicians, thus causing a variety 
of gynecological conditions (including sub-clinical, symptomless or occult endometrial 
cancer) to be detected earlier or in some cases detected when they otherwise would 
have remained undetected. 

 This was referred to as detection or diagnostic surveillance bias. 

43



B-File #4 has the full story

44
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Recall bias
 “Systematic error due to differences in accuracy or 

completeness of recall to memory of past events or 
experiences” [Porta M, Epi Dictionary, 2008]

 Ernst Wynder, a famous epidemiologist, called this "rumination 
bias." 

 Examples of “recall bias”
 Ability to recall a past exposure (E) is dependent on outcome 

status (D)
 Example:  mothers of healthy infants vs. mothers of children with 

leukemia recalling perinatal exposures to household chemicals
 Example:  MMR and autism
 Example: recall bias in case-control studies of congentinal 

malformations
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Recall bias: example
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Recall bias: example
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Information bias in cross-sectional surveys: example

Nature 1992

Massive telephone survey on sexual 
lifestyles in France, and involved 
more than 20,000 participants. After 
pilot research, the telephonic 
method was selected, and involved 
more than 100 interviewers. 

Not surprisingly, the proportion of participants who admitted to using IV drugs was 
very low. As the authors pointed out, "people who regularly use drugs are the most 
difficult to contact, and/or most often refuse to participate in any kind of survey or 
to acknowledge an illegal practice." Social desirability bias is always a concern in 
these situations. Social desirability bias is the tendency of respondents to reply in a 
manner that will be viewed favorably by others. This will lead to overreporting good 
behavior and/or underreporting bad behavior.
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Information bias in surveys: example

Science 1998

There is considerable evidence that interviewer-administered surveys 
elicit lower self-reports of sensitive behaviors. Self-administration reduces 
social desirability bias and also provides anonymity. Computerization and 
audio-assistance may reduce measurement error. 



For an in-depth analysis of this case study, see B-
File #8
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Summary

 Non-differential misclassification of disease:
 Sensitivity and Specificity for misclassifying 

disease do not differ by exposure
 Non-differential misclassification of exposure:
 Sensitivity and Specificity for misclassifying 

exposure do not differ by disease
 Non-differential misclassification of BOTH 

disease and exposure leads to:
 Bias towards the null

51
Kleinbaum, ActivEpi



52Kleinbaum, ActivEpi
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Szklo & Nieto, 2007
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Likely magnitude of non-differential misclassification bias

Kelsey et al.
Methods in Observational Epidemiology
1996, Oxford Univ Press



Differential misclassification bias

 With differential misclassification, either:
 Sensitivity and specificity for misclassifying 

disease differs by exposure status
Or
 Sensitivity and specificity for misclassifying 

exposure differs by disease status

 Differential misclassification of either disease or 
exposure can lead to bias either towards the null 
or away from the null

55
Kleinbaum, ActivEpi
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Kleinbaum, ActivEpi



57

Reducing information bias

 Use the best possible tool to measure exposure and 
outcomes

 Use objective (“hard”) measures as much as possible
 Use blinding as often as possible, especially for soft 

outcomes
 Train interviewers and perform standardization (pilot) 

exercises
 Verify information using multiple sources (cross-check)
 Use the same procedures for collecting exposure 

information from cases and controls [case-control study]
 Use the same procedures to diagnose disease 

outcomes in exposed and unexposed [cohort study and 
RCTs]
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Reducing information bias
 Collect data on sensitivity and specificity of the measurement 

tool (i.e. validation sub-studies)
 Collect data on reliability of measures (e.g. inter-rater 

agreement)
 Use a stronger study design: e.g. RCT, cohort and nested 

case-control where exposures are measured before disease 
occurs

 Correct for misclassification by “adjusting” for imperfect 
sensitivity and specificity of the tool (see Kleinbaum* for an 
excellent overview of the adjustment process) 

 Perform sensitivity analysis: range of plausible estimates 
given misclassification (example on smoking and 
pneumococcal disease)

*Kleinbaum D et al. ActivEpi Companion Textbook. Springer Verlag, 2003
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Correcting for misclassification

Kleinbaum, ActivEpi
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Software programs for bias analysis (sensitivity 
analysis)

You are not responsible for this material for the exams!
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Sensitivity analysis: incorporating uncertainty and 
exploring its effect on study results

Ann Epidemiol 2006;16:834–841

You are not responsible for this material for the exams!
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•Cigarette smoking was dichotomized as current smokers (E = 1) versus 
nonsmokers (E = 0) based on a telephone interview.
•The uncorrected OR is 4.32 with 95% CI of 2.96 and 6.31. 
•However, some subjects may erroneously report smoking status in the 
telephone interview. 
•Based on studies using the superior cotinine validation methods, the 
sensitivity of self-reported smoking status ranged from 0.82 to 1.00, and 
specificity ranged from 0.91 to 1.00.

Ann Epidemiol 2006;16:834–841

You are not responsible for this material for the exams!
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 Contour plot for the nondifferential 
sensitivity analysis of cigarette 
smoking and invasive 
pneumococcal disease.

 Uncorrected OR is at the upper 
right corner in the absence of 
misclassification.

 As sensitivity (Se) and specificity 
(Sp) decrease, the corrected OR 
and misclassification bias 
increase.

 When Se and Sp are small enough 
(i.e., when Se < 0.6 or Sp < 0.8), 
even a tiny decrease in values for 
Se and Sp would increase the bias 
greatly.

 The asymmetric shape of the 
contours indicates that Sp impacts 
on misclassification bias more 
strongly than Se in this example

Ann Epidemiol 2006;16:834–841

You are not responsible for this material for the exams!
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Good resources on exposure measurement 
and bias analysis

 Principles of Exposure 
Measurement in 
Epidemiology. Second 
Edition. Emily White, Bruce 
K Armstrong and Rodolfo 
Saracci
Oxford University Press, 2008

 Measurement Error and 
Misclassification in 
Statistics and 
Epidemiology: Impacts and 
Bayesian Adjustments. Paul 
Gustafson. 
Chapman&Hall/CRC (2003)  

Applying Quantitative Bias Analysis 
to Epidemiologic Data
Springer, 2009
Lash, Timothy L., Fox, Matthew P., 
Fink, Aliza K. 
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Readings

 Gordis text:
 Chapter 15: More on Causal Inferences: Bias, 

Confounding, and Interaction
 Rothman text:
 Chapter 5: Biases in study design

 Article:
 ERIC Notebook handout on Information Bias. 

UNC.
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