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Interaction + Effect Modification =

“Introduction to effect modification leaves some students of epidemiology struggling with the 
distinction between this and the other 'third variable' phenomenon, namely, confounding. Confusion 
regarding effect modification is further exacerbated by a lack of consensus on both semantic and 
conceptual issues” Joseph KS. Paediatr Perinat Epidemiol. 2009

“The term “interaction” is a minefield of potential misunderstanding…the presentation and discussion 
of interaction in the medical and epidemiologic literature is woefully inadequate.” JS Kaufman, 
Epidemiol 2009

Frustration
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Terminology

 Biological interaction

 Effect modification
Or, more precisely, “effect-measure 

modification”
 Heterogeneity of effects
 Subgroup effects (i.e. effect varies 

across subgroups)
 Statistical Interaction

 Deviation from a specified model form 
(additive or multiplicative)

Often used 
interchangeably

Synonymous
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Biological interaction

“the interdependent operation of two or 
more biological causes to produce, prevent 

or control an effect”
[Porta, Dictionary, 2008]
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Multicausality and interdependent 
effects

 Disease processes tend to be multifactorial: 
“multicausality”
 Very few exposures cause disease entirely by 

themselves
 Exposure to measles can cause measles only if somebody 

is susceptible (e.g. not vaccinated)
 Development of melanoma among those with high UV light 

exposure who also have fair skin
 The “one-variable-at-a-time” perspective has 

several limitations
 Both confounding and effect modification are 

manifestations of multicausality (reality is 
multivariate!)

Schoenbach, 2000
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Biological interaction
 Refers to “co-participation in a causal 

mechanism of two or more component causes” 
(Rothman 2002)

 Illustrated by the “causal pie” model (Rothman)

A

B

C U Sufficient cause

Component 
cause

Rothman, 2002
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Biological interaction

Rothman, 2002
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Example: Phenylketonuria
 PLU is a condition linked to a dietary 

factor (phenylalanine) and a genetic 
defect (mutations in the structural gene for 
phenylalanine hydroxylase) 

Dietary 
factor

Rothman, 2002

PKU gene 
mutation

U

BA
Unknown 

factors
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Drinking & Driving = Lethal Interaction!
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Effect modification, 
statistical interaction, 

heterogeneity of 
effects
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Effect modification & statistical 
interaction

 Two definitions (but related):

 Definition based on homogeneity or heterogeneity of effects
 Interaction occurs when the effect of a risk factor (X) on an outcome 

(Y) is not homogeneous in strata formed by a third variable (Z, 
effect modifier)

 “Differences in the effect measure for one factor at different levels of 
another factor” [Porta, 2008]

 This is often called “effect modification”

 Definition based on the comparison between observed and 
expected joint effects of a risk factor and a third variable 
[deviation from some specified model]
 Interaction occurs when the observed joint effects of the risk factor 

(X) and third variable (Z) differs from that expected on the basis of 
their independent effects

 This is often called “statistical interaction”
Szklo & Nieto, Epidemiology: Beyond the basics. 2007
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Definition based on homogeneity or 
heterogeneity of effects

This is most commonly called “effect 
modification”
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Definition based on homogeneity or 
heterogeneity of effects

 Effect of exposure on the disease is 
modified (altered) depending on the value 
of a third variable called “effect modifier”

Exposure Disease

Effect modifier
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Crude 2 x 2 table
Calculate Crude RR, OR

Stratify by 3rd variable

Calculate RR’s, OR’s 
for each stratum

Test whether stratum-specific RR’s, OR’s
are similar (test for homogeneity)

Crude

Level 1 Level 2

If they are similar, investigate 
the possibility the 3rd variable 
is a confounder.

If they are different,
there is evidence of 
effect modification

ORCrude

OR1 OR2
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Evaluation of confounding and interaction

Are stratum-specific RR’s similar?

YES         NO

crude RR = adjusted RR? INTERACTION… report
stratum-specific OR or RR

NO YES

CONFOUNDING NO CONFOUNDING OR INTERACTION
report adjusted report crude OR or RR
measure (e.g. MH RR)
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UC Berkeley



18Webb. Essential Epidemiology, Cambridge Univ Press.
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Confounding versus interaction

 Confounding is a problem we want to eliminate 
(control or adjust for) in our study
 Evaluated by comparing crude vs. adjusted effect 

estimates: is the adjusted estimate different from the 
crude one?

 Interaction is a natural occurrence that we want 
to describe and study further
 Evaluated by comparing stratum-specific estimates: 

are they different from one another?
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Example: Smoking and myocardial infarction (MI)

1)  Calculate crude measure of association…
MI      no MI Total

Smokers 42       158 200
Nonsmokers    21       175 196

Total 63       333 396

OR = ad
bc

OR = 2.22 (95% CI 1.26, 3.91)

Investigators decided to look at dietary fat as a confounder/effect modifier
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OR = 1.01
(0.429, 2.37)

OR = 6.29
(2.64, 14.75)

2)  Calculate stratum-specific measures of association…
STRATUM 1: Dietary fat consumption <30% of calories

MI            noMI Totals
Smokers 12 133       145
Nonsmokers 11 123 134
Total 23 256 279

STRATUM 2: Dietary fat consumption > 30% of 
calories

MI            noMI Totals

Smokers 30 25 55
Nonsmokers 10 52 62

Total 40 77 117
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Inference

• CRUDE OR for smoking and MI =2.22

• STRATUM-SPECIFIC OR for smoking and MI with dietary 
fat consumption as a potential interacting variable...
DFC<30% OR = 1.01 (0.425, 2.37)
DFC>30% OR = 6.29 (2.64, 14.75)

– Is there effect modification?
– Is there confounding?
– Which measure should we report?
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More numeric examples

Study Crude 
RR

Stratum1 
RR

Stratum2 
RR

Interactio
n?

Confoun
ding?

1 6.00 1.02 3.50

2 2.00 1.02 3.50

3 1.70 0.03 3.50

4 4.10 1.00 1.00

5 4.20 4.00 4.10

Kleinbaum, ActivEpi, 2003
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Real example: VaxGen HIV Vaccine Trial

Source: VaxGen, Inc. 
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Example: VaxGen HIV Vaccine Trial

Risk Ratio for all participants: 5.7% / 5.8% = 0.98
No protection 

Risk Ratio for African Americans: 2.0% / 8.1% = 0.25
75% protection!

Effect modification: race modifies the effect of HIV vaccine
“race” is the “effect measure modifier” (using RR as effect 
measure)
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Other examples
 Age and measles vaccination
 Smoking during pregnancy, birth weight, and 

maternal age
 Smoking, oral contraceptives, and myocardial 

infarction
 Cardiovascular risks of HRT: years since 

menopause
 Race and antihypertensive medications
 Circumcision and HIV: heterosexual vs MSM
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Journal of Infect Dis 2004

Age modifies the efficacy
of MMR vaccination
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Age 16 – 17 years:

RR = 1.43

Age: 40+ years:

RR = 2.63

Smoking has a bigger
effect on risk of low 
birth weight in older 
than younger
moms
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Low-dose
OC use is
a risk factor
for MI in heavy
smokers, but 
not in non-
smokers and
light smokers
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If HRT is used 
soon after 
menopause, it 
appears 
protective for 
CHD.

If HRT is used 
years after 
menopause,
It appears to be a 
risk factor for 
CHD
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Certain anti-
hypertensives 
do not work 
well in black 
patients (race 
is an effect 
modifier)
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Certain anti-
hypertensives 
appear to 
work better in 
black patients 
(race is an 
effect 
modifier)
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36http://www.nytimes.com/2002/05/05/magazine/i-am-a-racially-profiling-doctor.html



Is “personalized medicine” the ultimate 
example of effect modification?

37
Clinical Pharmacology & Therapeutics (2007) 81, 311–315.
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23andMe provides you with genetic information, but does not sequence your entire genome or perform predictive or diagnostic 
tests. Rather, we use currently available technology to examine your DNA sequence at a large number of variable sites called 
SNPs. Since this SNP information is difficult to interpret on its own, we review the most up-to-date biomedical literature on genetic 
associations and provide you your genotype information in the context of current scientific knowledge.

While we may be able to tell you that researchers have found your particular genotype to be associated with an increased chance 
of developing a particular condition, we cannot tell you whether you actually have a specific disease, or whether you will develop a 
specific disease in the future.

There are several reasons why we cannot provide diagnoses or otherwise assess your health. First, because we don't sequence 
your entire genome, we may miss variation that has an impact on your health. Genetic testing services, which restrict themselves
to a relatively small set of diseases, provide more exhaustive analysis of the relevant genes. More importantly, in order to make a 
diagnosis, your doctor considers not only your genetic information, but also your particular personal and family history and your 
physical condition, as well as any symptoms you are experiencing. Other confirmatory tests are usually required, since your 
genotype is only part of the equation. If you learn that your personal genetic information suggests that you have a higher than 
average chance of developing a particular disease, you may wish to discuss your genetic information with your physician or 
another medical expert.
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Heterosexual

Men who have sex with men

Circumcision appears to have 
a protective effect in 
heterosexual men, but not 
homosexual men
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Heterogeneity of effects

 Can occur at the level of:
 Individual study: within subgroups of a single study or 

trial
 Seen in subgroup or stratified analyses within a study

 Across studies: if several studies are done on the 
same topic, the effect measures may vary across 
studies
 Seen in meta-analyses (across trials)



42

Heterogeneity of effects within a trial or 
study

 The GISSI trial showed that streptokinase reduced overall mortality 
roughly 20%. Subgroup analyses suggested that benefit was 
confined to patients with anterior myocardial infarction, to those 
under the age of 65 years, and to those treated within 6 hours of the 
onset of symptoms. But power in each subgroup was low.
 Subsequent studies demonstrated benefit irrespective of site of infarction, age of 

patient, and time from onset of symptoms to treatment.

 ISIS-2 trial on streptokinase and aspirin: investigators presented 
results by the astrological sign under which patients were born. 
Aspirin was clearly beneficial overall and for persons born under all 
signs except Libra and Gemini, for which apparent harmful effects 
were observed.

Yusuf S et al. JAMA 1991
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Hazards of subgroup analyses

Lagakos, NEJM 2006

 When multiple interaction tests are conducted, each using a nominal criterion (say, P=0.05) to 
assess statistical significance, the probability of a false positive result — that is, of appearing to 
find an interaction when none exists — can be greatly inflated. 

 For example, when treatments have identical efficacy, the probability of finding at least one 
"statistically significant" interaction test when 10 independent interaction tests are undertaken is 
40 percent 

Cook, MJA, 2004
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A consumer's guide to subgroup analyses 
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Heterogeneity in effects across studies (meta-
analyses)

Association between smoking and TB mortality

Bates et al. Arch Intern Med 2007
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Heterogeneity in effects across studies (meta-
analyses)

Meta-analysis on efficacy of BCG vaccination for TB
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Subgroup analysis within meta-analysis

Egger et al. Systematic reviews in health care. London: BMJ books, 2001.

Beta-carotene intake and cardiovascular mortality 



48

Definition based on the comparison between 
observed and expected joint effects of a risk 

factor and a third variable 
[deviation from additive or multiplicative joint 

effects]

Is the whole more (or less) than the sum (or 
product) of its parts?

This is often called “statistical interaction”



49

Observed vs expected joint effects of a risk factor and a third variable

Szklo & Nieto, Epidemiology: Beyond the basics. 2007

No interaction

Positive interaction

Negative interaction
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Definition based on the comparison between observed and 
expected joint effects of a risk factor and a third variable

 Interaction on an “additive” scale (additive 
interaction)
 Effect measure modification when risk difference is 

used as measure of effect
 Additive statistical model:

 Linear regression: y = a + b1x1 + b2x2

 Interaction on a “multiplicative” scale 
(multiplicative interaction)
 Effect measure modification when risk ratio is used as 

measure of effect
Multiplicative statistical model:

 Logistic regression:
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Example: Smoking, asbestos, lung 
cancer

U AU U S U

A

S
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Example: Smoking, asbestos & lung cancer

Cigarette 
smoking

Asbestos exposure

No Yes

No 11 58

Yes 123 602

Death rates from lung cancer (per 100,000)

Data: Hammond, 1979

Does smoking modify the effect of asbestos on cancer?
Risk difference in non-smokers = 47 (58 – 11)
Risk difference in smokers = 479 (602 – 123)
Risk ratio in non-smokers = 5.2 (58/11)
Risk ratio in smokers = 4.9 (602/123)
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Incidence

Age

Rothman, 2002

Consider a study to explore the association
between age and incidence of a disease

Question: is the association between
age and disease modified by sex?
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Incidence

Age

Males

Rothman, 2002

When data are stratified (by sex):

Females

Question: is the association between
age and disease modified by sex?
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Incidence

Age

Rate difference
stays constant;
Rate ratio 
decreases

Rothman, 2002

E.g.

10% - 5% = 5%
10/5 = 2

E.g.

90% - 85% = 5%
90/85 = 1.05

Answer: depends on the scale used!
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Incidence rate

Age

Rate ratio
stays constant;
Rate difference 
increases

Rothman, 2002

E.g.

10% - 5% = 5%
10/5 = 2

E.g.

100% - 50% = 50%
100/50 = 2

What if the lines were like this:

Different Slopes for Different Folks!



57

Statistical interaction is scale-
dependent!

 When interaction is absent using ratio 
measures, it will necessarily be present 
when risk difference measures are used, 
and vice versa

 Because interaction is “scale-dependent” 
the term “effect measure modification” is 
more specific than “effect modification”
 Its important to specify which scale (risk 

difference vs. risk ratio) was used in the 
analysis
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Additive Interaction: departure from an 
additive statistical model

Cigarette smoking Asbestos exposure

No Yes

No 11 (baseline risk) 58

Yes 123 602

Death rates from Lung cancer (per 100,000)

Data: Hammond, 1979

•Excess risk due to smoking: 123 – 11 = 112
•Excess risk due to asbestos: 58 – 11 = 47
•Excess risk expected due to both (under + model): 112 + 47 = 159
•Total observed excess risk: 602 – 11 = 591 !!

Observed excess risk is much higher than what we expect from
our additive model: there is interaction (on additive scale)!
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Example: Smoking & Asbestos

0

100

200

300

400

500

600

700

None Asbestos Smoke Both

None
Asbestos
Smoke
Both

Data: Hammond, 1979

Death rates from Lung cancer (per 100,000)
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Szklo & Nieto, Epidemiology: Beyond the basics. 2007
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Multiplicative Interaction: departure from a 
multiplicative statistical model

Cigarette smoking Asbestos exposure

No Yes

No 11 58

Yes 123 602

Death rates from Lung cancer (per 100,000)

Data: Hammond, 1979

•RR due to smoking: 123 / 11 = 11.2
•RR due to asbestos: 58 / 11 = 5.3
•RR expected due to both (under x model): 11.2 x 5.3 = 59.4
•Total observed RR: 602 / 11 = 54.7

Observed RR is close to what we expect from our multiplicative 
model: this is NO interaction on a multiplicative scale
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Male TB patients
who were both 
smokers and 
alcoholics
had a higher RR 
than those
who were either only 
smokers or
only alcoholics.

Is there 
interaction on 
a 
multiplicative 
scale?
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Additive or multiplicative model?
 The additive model underpins the methods for assessing biological 

interaction (causal pie model by Rothman)
 Interaction here means a departure from additivity of disease rates (risk 

difference is the key measure)
 Some believe that risk difference scale is of greatest public health 

importance (because its based on AR and PAR)

 In contrast, many of the models used in epi analyses are inherently 
multiplicative (e.g. logistic regression)
 vast majority of epi analyses are based on a multiplicative model and 

hence most epi studies implicitly use the multiplicative scale (risk ratio is 
the key measure)

 this is because most epi studies report RR and OR estimates and use 
regression models such as logistic and survival analyses – these 
models inherently use ratio measures and are therefore multiplicative

Ahlbom A et al. Eur J Epi 2005
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Regardless of the scale, why is 
interaction/effect modification important?

 Better understanding of causation
 e.g. smoking and asbestos; diet and PKU

 Identification of “high-risk” groups
 e.g. influenza can lead to serious complications in specific groups: 

young, elderly, and those with chronic diseases
 e.g. women who smoke heavily and use OC are at high risk for 

myocardial infarction
 e.g. TB patients who smoke and drink are at high risk for mortality

 Target interventions at specific subgroups
 e.g. flu vaccines are usually given to only specific groups – aged 65 or 

older
 e.g. best time to give measles vaccine is 12 – 15 months
 e.g. circumcision for heterosexual men
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Readings

 Rothman text:
Chapter 9: Measuring Interactions

 Gordis text:
Chapter 15
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